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Please Note:

+ IBM’s statements regarding its plans, directions, and intent are subject to change or withdrawal without notice at IBM’s sole
discretion.

» Information regarding potential future products is intended to outline our general product direction and it should not be
relied on in making a purchasing decision.

« The information mentioned regarding potential future products is not a commitment, promise, or legal obligation to deliver
any material, code or functionality. Information about potential future products may not be incorporated into any contract.

« The development, release, and timing of any future features or functionality described for our products remains at our sole
discretion.

* Performance is based on measurements and projections using standard IBM benchmarks in a controlled environment. The
actual throughput or performance that any user will experience will vary depending upon many factors, including
considerations such as the amount of multiprogramming in the user’s job stream, the I/O configuration, the storage
configuration, and the workload processed. Therefore, no assurance can be given that an individual user will achieve results
similar to those stated here.
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MQ Administration

MQSC

OS configuration-

INI files

i

Queue
Manager

REST “~ E—

These are all documented and supported
Interfaces — it has encouraged a
management ecosystem over many years
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IBM MQ - MQSC

« Command line interface

* V8 enhanced runmagsc
— Make it world-executable
— Enable direct client-connection
 MQSC intended for human consumption

— Parsable by eye, less easy in programs
— For example, DESCR('This is 'a' description with quote & paren(')

— No guaranteed ordering in runmqsc, two-column output

- Despite awkwardness, basis for many script-based admin tools
— echo "DISPLAY Q(X) IPPROCS" | runmgsc QM1

- Same commands — different front-end (CSQUTIL) — for z/OS
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IBM MQ - PCF

A "self-describing" MQ message used for administrative operations
Your programs can send commands and get responses using PCF
— Equivalent to "DISPLAY QSTATUS" or "ALTER CHANNEL"

MQ emits events in PCF format

— "Queue Is getting full"

PCF intended for programs — usually C or Java

— Can tell exactly what the parameter is for, its length and value

— But cannot easily be scripted

Approximately one-one mapping between MQSC commands and PCF
Remember that PCF invented before formats like JSON or XML

— And there are many MQ apps that are built on PCF
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An event message

*kk* Message length - 300 of 300 bytes **¥*

00000000: 0000 0007 0000 0024 0000 0003 0000 0OO63 '"....... S.o... c'
00000010: 0000 0001 OOOO 0001 0OOO 0OOOO 0000 096C "............... 1
00000020: 0000 0002 00OOO 0014 0000 0010 0000 1F41 '"............... A'
00000030: 0000 0004 0000 0004 0000 0020 0000 OBE5S '"........... ...a'
00000040: 0000 0333 0000 0OOOC 6eD65 7461 796C 6F72 '...3....metaylor'
00000050: 2020 2020 0000 0003 0000 0010 0000 O3F3 "  ........... o'
00000060: 0000 0001 O0OO0O 0004 0000 0044 0000 OBE7 '"........... D...¢'
00000070: 0000 0333 0000 0030 5638 3030 335F 4120 '...3...0v8003 A '

00000080: 2020 2020 2020 2020 2020 2020 2020 2020 ' '
00000090: 2020 2020 2020 2020 2020 2020 2020 2020 ' '
000000A0: 2020 2020 2020 2020 0000 0003 0000 0O10 "  ....... '

000000BO: 0000 O3FD 0000 OO5A 0000 0014 0000 0010 '...y...Z2........ '
000000CO: 0000 1r42 0000 0004 0000 0004 0000 0OO18 '...B............ '
000000DO: 0000 OBFB 0000 0000 00OOO 0001 5800 0000 '...4........ X...'
00000OEO: 0000 0003 0000 0010 00OOO O3F8 0000 0OOO1 "........... g...."
00000OFO: 0000 0006 0000 0024 0000 OBF9 0000 00OOO '....... $...u...."
00000100: 0000 0001 0OOOO 0008 6D65 7461 796C 6F72 '........ metaylor'
00000110: 0000 OO0OO OOOO 0OOO5 0000 0018 0000 045C '"........c.coo... \'

00000120: 0000 0002 0000 OOOB 0000 0O0O9 L '
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An event message

*kk* Message length - 300 of 300 bytes **¥*

00000000: 0000 0007 0000 0024 0000 0003 0000 0OO63 '"....... S.o... c'
00000010: 0000 0001 OOOO 0001 0OOO 0OOOO 0000 096C "............... 1
00000020: 0000 0002 00OOO 0014 0000 0010 0000 1F41 '"............... A'
00000030: 0000 0004 0000 0004 0000 0020 0000 OBE5S '"........... ...a'
00000040: 0000 0333 0000 0OOOC 6eD65 7461 796C 6F72 '...3....metaylor'
00000050: 2020 2020 0000 0003 0000 0010 0000 O3F3 "  ........... o'
00000060: 0000 0001 O0OO0O 0004 0000 0044 0000 OBE7 '"........... D...¢'
00000070: 0000 0333 0000 0030 5638 3030 335F 4120 '...3...0v8003 A '

00000080: 2020 2020 2020 2020 2020 2020 2020 2020 ' '
00000090: 2020 2020 2020 2020 2020 2020 2020 2020 ' '
000000A0: 2020 2020 2020 2020 0000 0003 0000 0O10 "  ....... '
000000BO: 0000 O3FD 0000 OOSA .Y '

000000CO: 1F42 ce '
000000DO: '
00000O0EO: cee!
00000OFO: 0000 0006 0000 0024 0000 OBF9 0000 00OOO '....... $...u...."
00000100: 0000 0001 0OOOO 0008 6D65 7461 796C 6F72 '........ metaylor'
00000110: 0000 OO0OO OOOO 0OOO5 0000 0018 0000 045C '"........c.coo... \'

00000120: 0000 0002 0000 OOOB 0000 0O0O9 L '
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Event formatting C sample in V8.0.0.4

* No sample previously shipped to format all "standard" events
— Authorisation, queue full, service interval, command/config etc
— Other product samples are available for acct/stats, activity reports
— Several SupportPacs but product only has out-of-date source code in the KC
- The amqgsevt program formats events into readable English-ish text
— Option to stay with full MQI constant name instead of making it look nice
— Uses MQCB to read from multiple event queues. No polling required
— Can connect as client to any remote queue manager including z/OS
— Source code included
* Includes C header file to help convert MQI numbers to strings
— Similar to Java MQConstants.lookup() capabillity for all sets of constants
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An event message decoded

Event Type : Command Event
Reason : Command MQSC
Event created : 2015/06/03 13:28:20.51 GMT

Correlation ID : 414D512056383030335F412020202020556F00F120001E05
COMMAND CONTEXT

Event User Id : metaylor

Event Origin : Console

Event Queue Mgr : v8003 A

Command : Set Auth Rec
COMMAND DATA

Auth Profile Name : X

Object Type : Queue

Principal Entity Names: metaylor

Auth Add Auths : Output
: Input
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Third-party solutions

* Many vendor products — this screenshot from ITCAM/Omegamon
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Application Activity inside MQ Explorer using MSOP

=151 %]

& MQ Explorer - Eclipse SDK
File Edit Navigate Search Project Run Window Help
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Iri~ J~ | #v | v ilote v 1@ wq explrer &7
: ) MQ Explorer - Content B+ | =N
= | Queue Manager: V7

Last Operation: Reading from SYSTEM.ADMIN. TRACE.ACTIVITY.QUEUE
E-E Application Activity Trace for Queue Manager V7 -
: Event Message Count : 6
‘amgrmppa' : from 2011-09-06 15:50:04 to 2011-09-06 15:55:00 on rockall.hursley.ibm.com
'ite' : from 2011-09-06 15:55:00 to 2011-09-06 15:55:00 on rockall.hursley.ibm.com
'ite' : from 2011-09-06 15:55:02 to 2011-09-06 15:55:02 on rockall.hursley.ibm.com
"MQExplorer' : from 2011-09-06 15:50:21 to 2011-09-06 15:50:36 on rockall.hursley.ibm.com
"runmgehl' : from 2011-09-06 15:50:05 to 2011-09-06 15:55:00 on rockall.hursley.ibm.com
=2 '"WebSphere MQ Client for Java' : from 2011-09-06 15:50:18 to 2011-09-06 15:50:36 on rockall.hursley.ibm.com
{5 Application Information
= Tid Date Time Cperation MQCC MQRC HCbj CbhjName
- 022 2011-09-06 15:50:30 Get ok 0000 (NONE 4
- 022 2011-09-06 15:50:30 Get ok 0000 (NONE 4
£ 2011-09-06 15:50:30 Get ok 0000 (NONE 4
2011-09-06 15:50:30 Get ok 0000 (NONE 4

| Get Cptions 268460036
1 Message Data 00000012000000240000000300000041000000010000000100000000000000000000001L0000000400000044000(

1 -~ Msg Length 6409

;‘ -~ Highres Time 1315320630070428
! Resolved Local Queus Name SYSTEM.ADMIN.TRACE.ACTIVITY.QUEUE

:j Resolved Type 1
| Buffer Length 162312

! Resolved Queues Name SYSTEM.ADMIN.TRACE.ACTIVITY.QUEUE

Report 0
Msg Type a8
Expiry 2147483646

:‘ Format Name MQADMIN

R Priority o
| Persistence 0

Msg Id 414d512056372020202020202020202042662542200020b4
Correl Id 414d51435637202020202020202020204266254220002001
Reply To Queue
Reply To Queus Manager v7 4lll

‘ | »

-4 Information - Warnings - Errors

& WARNING: Queue SYSTEM.ADMIN.TRACE.ACTIVITY.QUEUE on V7 is full. Events may be unrecorded.
I
| Last updated: 13 Sep 14:05:47
v | N




Many people now using different tools

» Because they are using those
tools for other products

* And because MQ is being used
IN more environments

* Therefore MQ has to be able to
be integrated with them

* You are unlikely to buy Tivoli if
other parts of your infrastructure
are being monitored via Grafana

i*Y kubernetes @ (0\ *dOCer

- Google C H E F
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1BM Messaging

Marketpiacs

Products ~  Downloads  Videos  Sample Code
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Get Help

Feedback on our new
design?

MQ on Cloud

MQ started [fl inthe data center but you can now take the many benefis of IBM MO to the cloud, its ecumy robustress and integration capabiities. And by doing this you'll also reap the henefits that a cloud
‘ ted

centralised a

o HI Aure, Openstack end Docker. You can also see examples of how to certralize key MG metrica and 1 error logs.

If you're running MG in a eloud environment, visit the MQdev biog to ses examples of how to run IBM MQ

Latest AWS blog updates Latest OpenStack blog updates. Latest Docker blog updates
o IBMMQ - Using Active Directory for authorisation in Unix queue  ® MQ on OpenStack, part three: Automated client connection * MQin Docker is now supported for production use
managers PoG ueing MG v& GOOT URL feature * Introcucing @ Docker image for MG Advanced for Developars
* IBMMQ - Using AWS Clouch¥atch to monitor queue managers  ® MQ on OpenStack, part two: Managing an MQ environment
* MQon AWS: Sending MQ er o using Heat
& MG on AWS: PoC of high availabiity using EFS * MQ on OpenStack, part one: Creating an image using Packer
* Basic deployment of MQ on AWS
Latest Error logging blog updates. Latest Menitoring blog updates GitHub Repositories
* MQ on AWS: Sending MQ error logs to CloudWatch * Sending MQ metrics to the Bluemix Logmet service * AWS
¢ Sending MQ error logs to the Bluemix Logmet service * IBM MQ - Further irtegration with open-source monitors  Azure
* Storing and searching MQ error logs in Elasticsearch * 1BM MQ - Using Prometheus and Grafana to monitor quaue * OpenStack
managers « Docker
Useful links
Dn rioats B2 Get Help

Contact Privacy Termsofuse Accessbiity —Feedback Cookie preferences

United States - English

https://developer.ibm.com/messaging/mg-on-cloud/

RN VO

Grafana =8 A re

@

ph

o

openstack

CLOUD SOFTWARE

amazon
webservices™



Decided to demonstrate MQ monitoring integration

Using the V9 resource statistics data

Feeding a variety of monitoring tools

And doing it in public — Github, blog articles etc
— See github.com/ibm-messaging/mq-golang
— Video at youtube.com/watch?v=Pi_jHCigTgU

Other integration aspects — availability, security, deployment — also
demonstrated
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System Monitoring with V9

More statistics available via a pub/sub model

Includes CPU and Disk usage
— As well as many MQ statistics

— Not full replacement for accounting/statistics events but many key values
Subscribe to meta-topic to learn which classes of statistics are available
— $SYS/MQ/INFO/QMGR/<gmgr>/Monitor/METADATA/CLASSES

— Then subscribe to specific topics

— See amqsrua sample program

Distributed platforms only

User applications can generate their own monitoring data in this style
— The MQ Bridge to Salesforce contributes statistics

© Copyright IBM Corporation 2018



System Monitoring Example

$ amgsrua -m V9000 A

CPU : Platform central processing units
DISK : Platform persistent data stores
STATMQI : API usage statistics ! - !
STATQ : API per-queue usage statistics This Capablll_ty underpms
Enter Class selection the chartlng in the MQ
==> CPU Console Ul
SystemSummary : CPU performance - platform wide
OQMgrSummary : CPU performance - running queue manager
Enter Type selection

==> SystemSummary

Publication received PutDate:20160411 PutTime:10465573
User CPU time percentage 0.01%

System CPU time percentage 1.30%

CPU load - one minute average 8.00

CPU load - five minute average 7.50

CPU load - fifteen minute average 7.30

RAM free percentage 2.02%

RAM total bytes 8192MB

© Copyright IBM Corporation 2018
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Monitoring Architecture

 Architecture is split — database and user interface
— The database is usually a "time-series" DB, not traditional SQL
— Designed and optimised for {timestamp, metric, value} storage and queries

* These databases include Prometheus, InfluxDB, OpenTSDB
* Collection architecture may have intermediate layers — collectd

( Database
Collector

Docker containers

© Copyright IBM Corporation 2018



Started with Prometheus

Seemed to be one of the most popular

Which does have its own limited GUI

Model is "pull" — calls a collector program at intervals via http
— Most other DBs are "push” where collector sends to DB at interval

Standard API for getting data to Prometheus is in Go
— And we had no Go API for MQ ...

© Copyright IBM Corporation 2018



The Go API for MQ

-« So first off, | had to create a new language binding
— Based on full MQI rather than a "simplified" version
— But not all function implemented
— Trying to make it look natural to Go programmers

© Copyright IBM Corporation 2018



Working with the Go API

* Ensured bindings had functions | needed including PCF generation and parsing

 Started with RESET QSTATS as PoC for hooking to Prometheus
— But rapidly went to full amqgsrua-style metadata subscriptions

- After first release of Go bindings, extensions made for more verbs and options
— Including client connections via MQCNO/MQCD structures
— MQSET

github.com/ibm-messaging/mg-golang
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Collector configurations

* Collector subscribes to all data for gmgr (cpu, disk etc) and nominated gqueues
— Command line parameters name the queues with wildcards

- Started via MQ Service definition and shell script

« Can connect as client to remote queue managers including MQ appliance
— Any system that supports the resource statistics
— One collector instance per queue manager

/usr/local/bin/mggo/mg prometheus -ibmmqg.queueManager=QM1
-ibmmg.monitoredQueues=APP.* MYQ.*
-ibmmqg.httpListenPort=9157
-log.level=error
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Prometheus Dockerfile

* File prometheus.yml defines configuration
— Built copy of this into Docker image along with some startup parameters
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Prometheus configuration

- My prometheus.yml file defines two targets for two collectors on this system
— Queue manager stats and the MQ Bridge to Salesforce
— Production systems would need to generate or discover this configuration

scrape configs:
# Job name added as label "job=<job name>" to any timeseries scraped from this config
- Job_name: 'prometheus'
# Override the default and scrape targets from this job every 5 seconds.
scrape interval: 5s
# metrics path defaults to '/metrics'
# scheme defaults to 'http'.
static_configs:
- targets: ['localhost:9090']
- JjJob _name: 'ibmmg'
scrape interval: 5s
static_configs:
- targets: ['klein.hursley.ibm.com:9157', 'klein.hursley.ibm.com:9158']
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Grafana

* Although Prometheus has a GUI it is not very sophisticated

* Instead, prefer to use Grafana as visualisation tool
— Supports many different backend databases
— Understands the metric names, query capabilities etc of each

Add data source Add data source Add data source
Config Dashboards Config Dashboards
Name Default
Mame Default Type CloudWWatch j Mame
Type Graphite
Type Prometheus j . I%
CloudWatch details
Hitt i R? Credentials profile name Http settings
P Settings
Default Region - B o
Ll g
Acce proxy
Access proxy - J Custom Metrics namespace
Hitp Auth Basic Au th
Hitp Auth Basic Auth With Credentials RESIIE SR BAELL
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Accessing queue stats from Prometheus in Grafana

1T
-

200 i

100 |

01:37 01:38 01:39 01:40 01:41 01:42 01:43 01:44 01:45 01:45 01:47

== MQGET: APF.0 QiK1 MQGET: APPA QM1 MQGET: APFP.2 QM1 == MQGET: APP3 QM1 == MQGET: APF.4 QW1 == MOPUT: APF.0
= MQPUT: APF.3 == MOPUT: APFP4 == Depth: APF.0 == Depth: APP1 == Depth: APP2 == Depth: APP3 == Depth: APF4

Graph General ‘ Metrics ‘ Axes Legend Display Time range
A Query ibmmqg_object_mgget{object=~"APP.*™"} Metric lookup
Legend format MQGET: {{object}} {{gmagr}} Step Resolution 1/2 j (9
Legend format MQPUT: {{object}} Step Resolution 1/2 - I
C Cluery ibmmg_object_queue_depth{object=-"APF.*"} Metric lookup
Legend format Depth: {{object}} Step Resolution 12 - =
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Grafana dashboard

I MQ PROMETHEUS CAPTURE
Queue Activity @ Last 15 minutes
600
500
400
300
200
100
0
20:01 20:02 20:03 20:04 20:05 20:06 20:07 20:08 20:09 20:10 20:11 20:12 20:13 20:14 20:15

== MOGET: APP0 == MQGET: APP1 == MOGET APP2 == MQGET APF3 == MQGET APP4 == MQPUT: APP0 == MQPUT APP1 == MQPUT APP2 == MOPUT APF3 == MOQPUT: APP4
== [epth: APR0 == Depth: APP.1 == Depth: APPZ == Depth: APE3 == Depth: APP4

I CcPU Log write latency File system
5% 0.0090 5 373619 GiB
5% — 37.3614 GB
4% 37.3609 GiB
0.0036 5 ﬂ |~
3% 373605 GiB
0.0084 5 |
2% 37.3600 GiB
_--'-_'-.
1% At A o My A MR Jo0szs 37,3595 GiB
0% 0.0080 5 37.3591 GiB
20:05 20:10 20:15 20:05 20:10 20:15 20:05 20:10 20:15
— System CPU% == User CPU% = Latency = QMgrfile system - in use [QM1]

= Log file system - in use [QM1]
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DEMO
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Then added more variants

Rapidly added support for Influx, OpenTSDB
— Different collectors with slightly different parameters

Graphite is another database, but fed via collectd
Also added an AWS collector for CloudWatch
Generic JSON formatting

"epoch"
"points" : [

}

{ "collectionTime" :
"timeStamp" :
: 1478527255 },

{ "queueManager" :
{ "queueManager" :

{
"2016-11-07-T15:00:55Z"

" QMl " ,
1A QMl 1A ,

"ramTotalBytes"
"userCpuTimePercentage"

: 15515735206 },
: 1.33 }
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Four equivalent Grafana dashboards

2% CollectD Graphite »  + &

-] < ZoomoOut » O Last 15 minutes R
I MQ COLLECTD GRAPHITE
Queue Activity
500
14:50 14:52 14:54 14:56 14:58 15:00 15:02 15:04
= queue_depth-APP_0 — queue_depth-APP_1 — queue_depth-APP_2 = queue_depth-APP_3 = queue_depth-APP_4 = queue_magput_mgput1-APP_0
= queue_maqgput_magput1-APP_1 == queue_maqgput_magputi-APP_2 == gqueue_magput_magputi-APP_3 = queue_magput_magputi-APP_4 == queue_maqget-APP_0
— gqueue_mggetAPP_1 — queue_mQget-APP_2 — queue_mqgetAPP_3 — queus_magetAPP_4
I CPU Log write latency File system
10% 0.018s 40.899 GiB
8% 0014 40.894 GiB
8% 40.890 GiB
002s
4% 40.885 GiB
2% oot 40.880 GiB
A At N A
0% 0.008s 40.876 GiB
14:50 14:55 15:00 14:50 14:55 15:00 14:50 14:55 15:00
= system_cpu_time_percentage = Latency = log_file_system_in_use_bytes
== user_cpu_time_percentage = gueue_manager_file_system_in_use_bytes
6 - ﬁ MQ Prometheus - * & < ZoomOut » @ Last15minutes R Fs
I MQ PROMETHEUS CAPTURE
Queue Activity

1450 14:52 1454 14:56 1458 15:00 15:02

= MQGET APP0 - MQGET APP1 - MQGET:APP2 = MQGET APP3 == MQGET APP4 == MQPUT APP0 == MQPUT APP1 == MQPUT APP2
== MQPUT. APP.3 == MQPUT. APP.4 == Depth: APP.0 == Depth: APP.1 == Depth: APP.2 == Depth: APP.3 == Depth: APP.4

CPU & Log write latency = File system
10% L01Es 40.899 GiB
8% Dores 40.894 GIB
6% 40.890 GiB
0.012s
45 40.385 GiB
2% nots 40,380 GiB
YA A ol
0% 0.0085 40.876 GiB
14:50 1455 15:00 14:50 14:55 15:00 14:50 1455 15:00

= System CPU% = User CPU% = Latency = QMgr file system - in use [QM1]

== Log file system - in use [QM1]

© Copyright IBM Corporation 2018

2% MQ OpenTSDB »

MQ OPENTSDB CAPTURE

Queue Activity

< ZoomoOut »

O Last 15 minutes  Refres

14:50 14:52

14:56 14:58

15:00 15:02 15:04

= MQGET: APP4 == MQGET: APP2 == MQGET:APP3 == MQGET:APP1 == MQGET:APP.0 == MQPUT:APP4 == MQPUT:APP2 ==MQPUT:APP3
== MQPUT: APP.1 == MQPUT: APP0 == Depth: APP4 == Depth: APP2 == Depth: APP.3 == Depth: APP1 == Depth: APP.0

CPU

4%
PR
J A VMANW/
AAA~ A AN A A e A AN
0%
14:50 14:55 15:00

== System CPU% == User CPU%

n-

22 MQInfluxDB - ¢

0.016s

0.014s

0.012s

0.010s

0.008s

Log write latency

14:50 1455 15:00
Latency

MQ INFLUXDB CAPTURE

Queue Activity

< zoomout » @ Last15minutes R

o

File system

40.899 GiB
40.894 GiB = r’JJ_
40.890 GiB r/
40.885 GiB
40.880 GiB
40.876 GiB
14:50 14:55 15:00

== QMagr file system - in use [QM1]
== Log file system - in use [QM1]

14:48 14:50

CPU

14:50 14:55 15:00
== System CPU% == User CPU%

14:52

0.016s

0.014s

0.012s

0.010s

0.008s

14:54

Log write latency

14:50 1455

== | atency

'r,mv
14:58 15:00

— MQGET: APR.0 — MQGET:APP1 — MQGET. APP2 — MQGET: APP.3 — MQGET: APP4 =— MQPUT. APP0 — MQPUT: APR1 — MQPUT. APF.2
== MQPUT: APP3 == MQPUT APP4 == Depth: APP0 == Depth: APP1 == Depih: APP2 == Depth: APP3 == Depth: APP4

File system
40.899 GiB

40.894 GiB
40.890 GiB
40.885 GB
40.880 GiB

40.876 GiB
14:50 1455 15:00

== QMgr file system - in use [QM1]
== Log file system - in use [QM1]

Q



Metric Queries

* Influx

* OpenTSDB

» Graphite/Collectd
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Metric

Down sample

Filters

Tags

Rate

i)

queue mgget

Gfﬁph General Metrics Axes Legend Display Time range
- A FROM default queue WHERE object =~ IAPP* +
SELECT field (mgaet) sum () alias (MQGET) -+
GROUP BY time (10s)  tag(object)  fill (null) =

ALIAS BY $col: $tag_object Formatas  Time series :I

Aggregator sum j Alias: @  MQGET: [[tag_object]]

[i] Agaregator avg j Fill none j Disable downsampling f:,\/

object =wildcard(APF*) , groupBy = true 4 %X -+

*D collectdklein_hursley_ibm_comcollectd qmagr-Gii1 queue_mgget-* aliasByMetric() -+



AWS Cloudwatch
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Actions *
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Queue Activity

queue mgget
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a
a
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W :rro Marri1 Marrz Barrs lAFFR2

14:08 14:09 14:10 14:11 14:12 14:13 14:14 14:15 14:16 1447 14:18 14:19 14:20 14:21

= MQGET. APF.0 MQGET: APPA = MQGET. APF.2 = MQGET. APP.3 == MQGET. APP4 == MQPUT. APF0 == MQPUT. APP1 == MQPUT.APF2 = MQPUT. APP.3
== MQPUT APF.4 == Depth: APF.0 == Depth: APF.1 == Depth: APF.2 == Depth: APF.3 == Depth: APP.4

14:20

CPU Log write latency File system
0.0140 s 37.8401 GiB
ATEDS 37.8396 GiB
37.8392 Gig
0.0120s
37.8387 GiB
0.0110s
37.8382 GiB
0.0100 s ' /\ /
37.8378 GiB .~ \V
— e
0.0090 s 37.8373 GiB
14:10 14:15 14:20 14:10 14:15 14:20 14:10 14:15
= System CPU User CPU = Latency = QMgrfile system - in use [QL1)

Log file system - in use [QM1]
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More resources — the MQ Bridge to Salesforce

&% MQ Salesforce Status - v 2 &

0 -

Salesforce Bridge Events

30
20
10
— —_— [ y- — ~ /
18:19:10 18:19:20 18:19:30  18:19:40  18:19:50 18:20:00 18:20:10 18:20:20 18:20:30 18:20:40  18:20:50 18:21:00 18:21:10 18:21:20 18:21:30 18:21:40 18:21:50 18:22:00 18:22:10 18:22:220 18:22:30 18:22:4
== Total Platform Events == Unique Platform Events == Total Push Topics == Unique Push Topics
I Per Channel Activity
25
20 =
* :‘ =
10 ’ r_
[ A [
’ \_\_/J /
0
18:19:10  18:19:20 18:119:30 18:19:40  18:19:50 18:20:00 18:20:10 18:20:20 18:20:30 18:20:40 18:20:50 18:21:00 18:21:10 18:21:20 18:21:30  18:21:40 18:21:50 18:22:00 18:22:10 1822220 18:22:30 1822«

== Total: /event/DEMOPE1__e = Total: /event/DEMOPE2__e == Total: /event/MQPlatformEvent1__e == Total: fopic/DEMOPT1 == Total: fopic/DEMOPT2 == Total: fopic/EscalatedCaseUpdates

© Copyright IBM Corporation 2018



Adding resource statistics to your own applications

* Article showing how to publish similar statistics from your own applications
— And therefore have monitors such as these showing status
— Even if your apps are connecting to a z/OS queue manager

- Based on the MQ Salesforce Bridge code
— Shows how to construct the PCF metadata describing your resources

« See https://developer.ibm.com/messaqging/2017/11/22/adding-resource-
statistics-applications/

* Was requested at MQTC 2017
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What are differences? Which 1s best?

- Differences are generally in
— The names and formats of metrics ("ibmmqg_mqobject_mgget")
— Naming for individual resources such as the queue name
— Query capabilities to select and display chosen metrics
« Can you use wildcards on object names
— Creating labels on graphs
« Can it be automatic based on the query?
— Alerting capabillities
» The best is going to be whatever you are already using!
— But | found the Prometheus/Grafana combination to be flexible and usable
- No easy way to report as string (eg "STARTED", "STOPPED" status)
— Have to do a mapping via an integer or label
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L atest Go/Prometheus status

Original Go repo now split to make it easier to get just the pieces you need

maq-golang has the core MQI and PCF packages

— Some sample code to demonstrate use of most functions

— Assumes you already know the MQI principles from another language
maq-metric-samples has Prometheus, Cloudwatch etc monitor programs
— Along with a "vendor" tree

Repos currently managed and enhanced by the MQ Cloud team
maq-container builds on the Prometheus agent for "production-ready" program
— As the IBM Cloud uses Prometheus
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Similar resource data available on z/OS but via SMF

* mgsmfcsv ... open source tool to format MQ z/OS SMF records for easy import

to spreadsheets and databases

— http://github.com/ibm-messaging/mqg-smf-csv

9" oococ 16702 -
9000000 od 45,104,103,0,0,0
00000000 v 02
00000000 "
00000000
00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
00000000 00000000
000ad0 00000000 00000000
000ae0d 00000000 00000000
000af0 00000000 00000000
00000 00000000 00000000
000b10 00000000 00000000
000b20 00000000 00000000
000b30 00000000 00000000
000D40 00000000 00000000

800"

"800"

04:44,330000 MPX>QMLL 800  2016/02/27 18:03:47,235548 57

05:55,830000 MPX>QMLL 800  2016/02/27 18:04:44,331340 71

uble-cick to go to fulscreen, i kck to sap T video S2e] 2016/02/27 18:05:55,838654 45

BT ; 2016/02/27 18:06:40,926919 80
7.560000 MPX>QML1 800  2016/02/27 18:08:01,809258 45
3,000000 MPX>QMLL 800  2016/02/27 18:08:47,562478 55
1,230000 MPX] T p—

31,000000 MPX. 2%

:13:30,770000
:14:30,540000 MPX

:15:30,310000 MPX: 200
:16:30,070000 MPX
150
100
) I I
0 LB L
3 4 5 6 7 8 9 10 11 12 13
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104 20 0 0 0 12 23 17
214 111 0 0 0 14 271 2
104 10 0 0 0 9 17 12
204 20 0 0 0 16 30 23
1200 104 3 0 0 9 20 23
104 20 0 0 0 1 23 17
To 0 22 36 23
0 0 12 14 2
0 0 12 14 2
0 0 12 14 2
0 0 12 16 6
0 0 12 14 2
m MGET
a MPUT
- -
14 15 16




Example queries

- What was my largest message size retrieved for this queue?

— SELECT MAX(Get_Max_Msg_Size) from MQSMF.WQ where (Base Name=
LYNS.TEST.QUEUE");

— Result was 11,189 (application people insisted it was 3,800)
* How many MQPUTs and MQPUT1s were completed?

— SELECT SUM ( Put_Count), SUM (Putl_ Count) from MQSMF.WQ where (
Base Name = ‘LYNS.TEST.QUEUE'" );

— Results:

] Properties = SQL Results 2 %= Data Project Explorer

1 2
1 0 3121
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And we can now do it in JSON

* mgsmfcsv -i <input file> -f json

Tue 08:30

© Copyright IBM Corporation 2018

{

"recordType" : 116,
"recordSubType" : O,

"structure" : "QMAC",

"date" : "2015/11/23",

"time" : "11:00:00.020000",

"lpar" : "HO19",

"gngr" : "MQPC",

"mgVersion" : "800",
"authorisationId" : "IMS ",
"correllId" : "FOF2F3F6C2C3F1E4C4D6C340",
"connectionName" : "PRDC ",
"operatorId" : "PLN1231 ",
"applicationType" : "IMS MPP/BMP",
"accountingToken"

"000000000000000000000000000000000000000000
"networkId" :
"D7D9C4C340404040044E0A0800000001 ",




Processing other MQ events

 Already shown amgsevt as shipped in MQ V8

* It now also supports JSON output option
— Included from V9.1

» Can be used to feed JSON consumers such as splunk
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MQ events In splunk

splunk
Search Datasets Reports Alerts Dashboards
Q New Search
host=0b973995a92b “eventSource.objectName"="SYSTEM.ADMIN.PERFM.EVENT"
~+ 2events (04/11/2016 12:10:34.000 to 04/11/2016 12:10:35.000) Mo Event Sampling ~
Events (2) Patterns Statistics Visualization
Format Timeline ~ — Zoom Out

List ~ SFormat ~ 20 Per Page v
< Hide Fields = All Fields T (ST

> 04/11/2016 {

) 12:10:34.000 “eventSource” : { "objectName": "SYSTEM.ADMIN.PERFM.EVENT",
Selected Fields "objectType” : "Queue" },
a host 1 "eventType” : {
a4 source 1 "name” : “Perfm Event”,
_ ) . "value” : 43
a sourcetype 3
"eventReason” : {
Interesting Fields "name" : "Queue Full",
a eventCreation 1 "value" : 2053
a eventData.baseObjectMame 1 I¥ ]
4 eventData.highQueueDepth 1 "euentCreaEmn 2016511704 12:10:24 29 GMT™,
o ) eventData” : {
4 eventData.msgDeqCount "gueueMgriame” : "VI000_A",
# eventData.msgEngCount 2 "baseObjectName” : "FULLEVT",
u eventData.queueMgrName 1 "timESinCERESEt" 2 0,
# eventData.timeSinceReset 1 highQueueDepth® - 4,
) - "msgEngCount” : 0,
« eventReason.name 2 "mszDegCount” - 0
4 eventReason.value 2 ¥
a eventSource.objectName 1 ¥
a eventSource.objectType 1 Show syntax highlighted
. Collapse
a eventType.name ) _
P X . host = 0b9f3995392b | source = /mgm/jsoneviixt = sourn = _json
# eventType.value
a index 1 > o4n2me {
i . 1210:34.000 “eventSource” : { “"objectName": "SYSTEM.ADMIN.PERFM.EVENT",
4 linecoun "objectType” - "Queue” I,
a punct "eventType” : {
a splunk_server 1 "name" : "Perfm Ewent",
4 timestamp 1 Show all 21 lines
host = 0b9f3995392b | source = /mam/jsonevi.ted  sourc
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Using JSON event formatter with Activity Events

« Use the event formatter to output in JSON and then filter it further
— Run via "service" if local gmgr
— Could also use subscribe variant to obtain trace

amgsevt -m QM1 -q SYSTEM.ADMIN.TRACE.ACTIVITY.QUEUE -o json | jg -r -f jqgFilt

* And then get one-line CSV output of key fields

"amgsput","2018-07-11","08:16:48","Connx",0,"N/A"
"amgsput","2018-07-11","08:16:48","Open" ,0,"QL1"
"amqsput","2018—07—11","08:16:48","Put",O,"QLl",48,"414D512056393030305F4120202020205BZB77"
"amgsput","2018-07-11","08:16:48","Close",0,"QL1"
"amgsput","2018-07-11","08:16:48","Disc",0,"N/A"
"amgsget","2018-07-11","08:16:48","Connx",0,"N/A"
"amgsget","2018-07-11","08:16:48","Open",0, "QL1"
"amgsget","2018-07-11","08:16:48","Get",0,"QL1",38,"414D512056393030305F4120202020205B2B77"
"amgsget","2018-07-11","08:16:48","Get",2033,"QL1",250059,0
"amgsget","2018-07-11","08:16:48","Close",0,"QL1"
"amgsget","2018-07-11","08:16:48","Disc",0,"N/A"

https://developer.ibom.com/messaging/2018/07/31/filtering-mqg-activity-traces
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A |q filter
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Multiple consumers for MQ events

Traditional MQ events (queue full etc) are put to a specific named gqueue

Makes it difficult to have multiple consumers for same event queue
— Many monitors can be configured to "browse" but who does "get" and when?
The MQ event queues can be redefined as topic aliases

Monitor programs can then get independently from their own dedicated queues
— | might then run Omegamon AND the JSON variant of amqgsevt to different consoles

DELETE QLOCAL (SYSTEM.ADMIN.CHANNEL.EVENT) PURGE
DELETE QLOCAL (SYSTEM.ADMIN.PERFM.EVENT) PURGE

DEFINE QALIAS (SYSTEM.ADMIN.CHANNEL.EVENT) TARGET (SYSTEM.ADMIN.EVENT) TARGTYPE (TOPIC)
DEFINE QALIAS (SYSTEM.ADMIN.PERFM.EVENT) TARGET (SYSTEM.ADMIN.EVENT) TARGTYPE (TOPIC)

DEFINE TOPIC (SYSTEM.ADMIN.EVENT) TOPICSTR('SYSTEM/ADMIN/EVENT')

DEFINE QLOCAL (SYSTEM.ADMIN.SUBSCRIBED.EVENT)

DEFINE SUB (SYSTEM.ADMIN.EVENT) TOPICOBJ (SYSTEM.ADMIN.EVENT) +
DEST (SYSTEM.ADMIN. SUBSCRIBED.EVENT)
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MQ REST Administration

C:\Program Files\IBM\Latest902\bin>curl -k "https://loca
: : Coemer: 6. Locar.
» Enabling further management options
— Easy access from any language

— Scriptable via curl O ongampisberiod” -1,
"shortSamplePeriod”: -1

3.
“"openInputCount™: @,
“"openOutputCount™: 0,
"uncommittedMessages™: @

3

- Many MQSC commands have direct REST e
equivalent

— Others supported via generic command

Tue 08:30,
_ Wed 13:00
- Can manage older gmgrs via proxy gmgr
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Error log collection

* MQ error logs can also be fed to monitors
— Define filters to extract interesting information from the error messages

- Several articles published on using IBM Cloud/Bluemix (Kibana) and
Cloudwatch

https://www.ibm.com/developerworks/community/blogs/messaqging/entry/Sending MQ logs to the Bluemix Logmet serv
ice?lang=en

https://www.ibm.com/developerworks/community/blogs/messaging/entry/mg aws cloudwatch logs?lang=en

https://www.ibm.com/developerworks/community/blogs/messaqing/entry/Monitoring and Exploring IBM MO AMOERR |
0ogs on Bluemix using logmet?lang=en
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https://www.ibm.com/developerworks/community/blogs/messaging/entry/Sending_MQ_logs_to_the_Bluemix_Logmet_service?lang=en
https://www.ibm.com/developerworks/community/blogs/messaging/entry/mq_aws_cloudwatch_logs?lang=en
https://www.ibm.com/developerworks/community/blogs/messaging/entry/Monitoring_and_Exploring_IBM_MQ_AMQERR_logs_on_Bluemix_using_logmet?lang=en

Analysing MQ error logs in IBM Cloud

IBM Bluemix Monitoring & Logging ~ Grafana Kibana 3

l'kibana -~ -~ -

IBM MQ AMQERR Das! 5 =z ©

£ x

- Legend ©

@® PRODQMGR_F
IBM MQ AMQERR log entries dashboard D
overview ® PRODOMGR_B
@ PRODQI
This dashboard has a collection of Visualizations that present @ CARQM
aspects of IBM MQ queue manager log entries in useful ways. @ camcARaM
< ODQMGR_D

® test1

@ PRODQMGR_E

The Visualizations present the entries in following
Ways 4. 20:3 2330 2:30 5:30 8:30

@timestamp per 30 minutes

Area chart. Number of log entries per queue manager in 30 min intervals

~

Shows the rate at which the queue managers are writing entries to their

AMQERR01.LOG file. Information is shown for only the 25 queue managers that logged the most

entries y code (Al queue manager P
© Click & line in the split bar chart area to view activity for one queue manager. Legend ©

® PRODQMGR_B

Bar chart. Number of entries per logged entry code (AMQnnn), split by
queue manager

Ranks the most frequently occurring entry codes in your IBM MQ network. Information is shown
for only the 25 queue managers that logged the most entries.

@ PRODQMGR_F

o Click & split bar (queue manager color) to view activity for one queue manager. ©® FRODQMGR_A

Data table. Host, queue manager name, and log entry count

testt

Al

Shows the number of log entries per queue manager and host K

® CQMCARQM
Information is shown for only the 25 queue managers that logged the most entries. If multiple

queue mansgers are running on a single host, then the list shows dsts from sll the queue
managers on that host.

© Click & queue manager or host name to view information about their activity

Data table. A complete list of log files for all queue managers and hosts
in an interval AMQB125 A

i Top 10 ibm_mess
A list of all AMQ log files that are used for generating the chart and table data in the three P nmes!

other in this The most s ficant fields are displayed. ~

o Click a row in the table to view more information about the log.

g entries for all quel £ x
Note
4: 20 3 4 BE U0 o
© If you cannot find a queue manager or host in the Visualizations, it might be because they
are not among the 25 queue managers or hosts with the most log entries. ol Time ~ host ibm_gmgrilame ibm_messageld message ibm_userAction

»  March 12th 2017, 16:57:51.000 Servert  PRODQMGR_A AMQS051 The queue mansger tasc DUR-SUBS-MGR' has None.

Host, queue manager name, £ x started.
-

Top 25 host.raw $Q Top 25 ibm_gmgrhame.raw $ Q Count$ =

> March 12th 2017, 16:57:50.000 Server!  PRODQMGR_A AMQS041 The queue manager task ‘DUR-SUBS-MGR' has None.
Servert PRODQMGR_A 1,162 ended
Server PRODQMGR_B 825 =
Servert PRODQMGR_C 758 »  March 12th 2017, 16:57:50.000 Server!  PRODQMGR_B AMQE125 An internal IBM MQ error has occurred Use the standard facilities supplied with your

A system to record the problem
Server! CARQM 8 identifier and to save any generated output files.
Use either the MQ Support

Servert CQMCARQM 8 site: hitp:/iwww.ibm.comsoftware/integration
Secres PRODANGR_E 73 wma/support/, or IBM Support
Server3 test1 256
v | » March 12th 2017, 16:57:50.000 Servert  PRODQMGR_B AMQB184 An internal IBM MQ error has occurred on queus  Use the standard facilities supplied with your
e AR & T manager PRODQMGR_A.000 system to record the problem -
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From V9.0.5 "What's New and Changed"

Version 9.0.5 introduces various improvements to the management and output
of error logs. The main changes are that you can:

Log diagnostic messages, using additional file services and syslog on UNIX
platforms, as well as AMQERRO1.LOG.

Use JSON for the description of the messages, as well as the existing format; see
JSON format diagnostic messages.

Reformat a log into another language or style; see mqrc.

For more information, see Diagnostic message services, and QMErrorLog
service.

https://www.ibm.com/support/knowledgecenter/en/SSFKSJ 9.0.0/com.ibm.mg.pro.doc/q130630 .htm#9130630  errlog
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JSON Error (aka DiagnhosticMessage) Logs

* In same directory as classic error
files

* Files AMQERRXxX.json

» Unix systems can also direct entries
to syslog

— Which has a lot of backends and routing options

© Copyright IBM Corporation 2018

{
"ibm messageId": "AMQ5051I",

"arith insert 2": 1,
"comment insert 1": "LOGGER-IO",

"ibm datetime": "2017-11-16T09:54:26.331zZ",

"ibm serverName": "QM1",

"type": "mq log",

"host": "machine.somewhere.ibm.com",
"loglevel": "INFO",

"module": "amgzmutO.c:1650",

"ibm sequence": "1510826066 332014693",
"ibm processId": 7846,

"ibm threadId": 4,

"ibm version": "9.0.4.0",

"ibm processName": "amqgzmucO",

"ibm userName": "somebody",

"ibm installationName": "Installation3",
"ibm installationDir": "/opt/mgm",

"message'": "AMQ5051I: The queue manager task

'LOGGER-IO' has started."
}




How to configure syslog with MQ 9.1

This example from AlX. Other Unix platforms will be similar

In /etc/syslog.conf

# MO writes to the "user" facility
user.debug /var/mgm/errors/syslog.log rotate size 1lm files 4 compress

In queue manager's gm.ini

DiagnosticMessages:
Name=DiagSyslog
Service=Syslog
Ident=mgseries
Severities=I+

* Make sure syslog.log exists, then restart syslogd

Aug 14 15:58:50 example user:info mgseries: {"ibm messageId":"AMQ9411I",

"ibm arithInsertl":0, "ibm arithInsert2":0,"ibm datetime":"2018-08-14T14:58:50.250z",
"ibm serverName":"V9100 A", "type":"mg log", "host":"example.hursley.ibm.com",
"loglevel":"INFO", "module":"amqrrmfa.c:2108", "ibm sequence'":"1534258730_251676000",
"ibm gmgrId":"v9100 A 2018-06-27 11.13.46", "ibm version":"9.1.0.0", "ibm processName":
"amgrrmfa", "ibm userName":"metaylor", "ibm installationDir":"/usr/mgm",
"message":"AMQ9411I: Repository manager ended normally."}
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Summary
* MQ can be easily integrated with a variety of tools

« The pub/sub model for statistics makes it easy to add new consumers
— Without disrupting any existing monitors
— And makes it possible to add your own producers

 Using github for repository of code enables easy modification and sharing
* And the Messaging blog posts for documenting what we have done

* Ability to use JSON as a common format for all operations
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Any guestions?
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