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Enterprise Stakeholders

00006

Middleware Application Application Enterprise Application
Team Support Developers Architects Owners

= DEV, TEST & = Faster time to = Self-Service " Improve processes

PROD repair (MTTR) tooling for Dev,

= Red t
QA & UAT testing equce costs

* Management of * Identify root
messaging cause of MQ = Improved quality
backbone issues of new releases

" Prevent performance
problems
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Middleware Management - Challenges

LDI.'.‘IJ A
icro;;)ﬂ'
IV Java
STACK CICS
/"\ No single point of control for multiple
T t
omes A"“*‘e middleware, multiple platforms

" Middleware teams unable to delegate
authority to Dev/Ops

e W'B“Cng o " No personalized views of infrastructure
ﬁ kafka]A " = Application Development teams cannot
m"x . / OS Lmux T provision needed middleware objects
= Application Development teams cannot
— easily test message flows

Mmrosoft
= M = Middleware teams challenged by
omenseoamasase sd"’L SOLSW software upgrades & migrations
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f NASTEL
Ny

RiET " Automated discovery of middleware estate

= Simplified configuration management

= Easily manage and rollback changes

22 1211500 = Full audit trail of changes (who, what, where)
" Full message management & search

Message

MIDDLE &% fessae
|
WARE €575 (IR ry User group and role management

EMS - p
ﬁ o = Secure, granular delegation of specific
authorities to Dev/Ops

5o

MIDDLEWARE
10 MANAGEMENT
patasAsefl SQL. ver;
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Proactive Monitoring - Challenges
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00000

" Unmonitored application assets

" Incomplete views of application estate
" Monitoring via complex scripting

* Inability to see troublesome trends

* Multiple teams using diverse tools

= Difficulty to isolate root cause

" False alerts

= “War-room” syndrome

= Operational and reputational risk
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AV

Microsoft*

MIDDLE
WARE

NASTEL

Easily managed, policy-based dashboards
Elimination of false alerts
Trend & pattern detection

DA ~

PROACTIVE
MONITORING

Notifications &
proactive alerts

Improved MTBF
Automated actions
Improved application availability & reliability
Reduced MTTR

Reduction of operational risks
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Diagnostics, Analytics & Tracking - Challenges

LDI.'.‘IJ 7
APP java e
STACK c1 =
/"\ Inconsistent transaction performance
Tomcat Apache ,

“Missing” orders | invoices | trades ...

" No historical data or trend analysis
MIDDLE a2 * Inability to detect anomalies

WARE

" No analytics in business context
= Perishable time-series data

UNIX z/0S Llnux Microsoft® - - -
. " Regulatory compliance obligations
= Service Level Agreements
DR’ACLE M |crosoft
— = Operational risks
— 'V"_—J ] ]
patasasepatasasef]l SQL . SOLServer [ | Audlt requ.rements
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DECISION
SUPPORT

TRACKING

NASTEL

atasasel SOQL.

Full visibility of business flows: resources,
applications, events, timings, topologies

Isolate root causes, facilitate triage

Set objectives and manage compliance
(SLA’s, regulations)

View workflow performance in business
context

360° Situational Awareness
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Nastel Solution Summary

O
Nastel Xray

Predictive Analysis of your business applications
using machine learning, ergonomic
communications, advanced visualization and
automation

@
Nastel AutoPilot

Proactively & Holistically Monitor Infrastructure,
Platform, Middleware and Applications

Nastel Navigator
Manage Middleware, securely, efficiently and
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Our Mission

12

“... Measure and improve

customer experience by using
next generation analytics and
machine learning technology ...”
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Nastel Technologies: What we do

IT Operational Detect anomalies, reduce MTTR
Analytics & Improve productivity, customer experience
Intelligence Powered by machine learning, latest technology

= Visibility into apps, transactions, business flows
= 360 degree Situational Awareness
" Performance, compliance (SLA’s, regulations)

Middleware = Automated discovery & configuration management
Management & = Message management & full audit trail
Monitoring = Highly granular delegation of authority to Dev/Ops

13 ©2018 NASTEL TECHNOLOGIES, INC.



Our Clients Speak for Us
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Why us?

Technology Easy to use, deploy and consume

Same stack for on premise and SaaS

Built on open source stack + FatPipes™

Unique data query & analytics language (JKQL)

Scale Built on big data & clustered computing platform (FatPipes)

Native multi-tenancy for SaaS and on-premise

Linear horizontal and vertical scaling (FatPipes)

Customer Develop custom features and extensions

FOCUS Personal 24x7 support with inline portal

Direct access to our R&D and roadmap

Flexible licensing: SaaS, perpetual, term, subscriptions
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Common Business Challenges of Our Customers

Financial Services - Avoiding stiff penalties for failing to reconcile with
Federal Reserve funds transfers deadlines

Financial Services - Reducing risk by tracking actual or potential breaches in
breaches in trade compliance (e.g., Dodd-Frank trade reporting)

Healthcare - Tracking electronic health records and claims processing in
healthcare insurance with strict adherence to HIPAA rules

Retail - Capturing of user experience data in real time from POS for improved
business planning

Telco - Slashing support costs for for on-line order management of services

18 ©2018 NASTEL TECHNOLOGIES, INC.



Case Study: Large Bank

Problem: SLA & compliance violations with resultant penalties

Solution: AutoPilot transaction tracking, monitoring & analytics

19

No visibility of messaging transactions

No ability to locate “lost” transactions or identify “latent” transactions
No ability to categorize transactions by business lines & asset groups
Financial and reputational impact visible to senior management

Across entire application stack: Mainframe, Unix, Linux, Java, IBM MQ
End-to-end transaction monitoring and visibility

“Business milestone” views understandable to business users

Rapid identification of problem transactions and missed SLA’s

Ability to prioritize messaging transactions by multiple criteria
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Case Study: Retail Organization

Problem: Order fulfillment application problems

Solution: AutoPilot CEP automation

20

Reputational damage due to delays in order fulfillment @ .

Lost orders & customer attrition Reduction in
Event monitoring system overwhelmed; ticket backlog at service desk support tickets
Majority of problems required Tier 3 support ($59$) .

Replaced in-house “eyes-on-screen” event monitoring system Problems handled
Situational awareness, automated detection of anomalies by Tier 1 support
Dramatically reduced order failures, improved customer experience
Increased bottom-line revenue, reduced support costs

Solution deployed & providing proven value in less than 2 months

Reduction in
lost orders
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Case Study: Telecom Organization

Problem: Web application issues and dissatisfied customers

=  Poor order-entry web application causing customer dissatisfaction

=  80% of orders had problems or were lost Reduction in
service issues

y - I
4 :
% (0

Solution: AutoPilot predictive and prescriptive analytics Reiz;gg:\tigoziﬁ

"  Metrics for each system segment not shared between engineers

= Expensive Tier 3 & development staff spending time on troubleshooting
" No resources available for development of new services

= Replaced in-house, reactive monitoring system with proactive analytics
= Dramatically reduced need for expensive Tier 3 and development staff

"  Predictive analytics help to rapidly identify data patterns and root cause

Reduction in
MTTR
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Problems we have seen

22

Messages routed incorrectly and no one knew where they were
Auditors reviewed MQ Admin rights and found security gaps
Company committed to delivery SLA and had to way to measure
Cluster change caused message to loop between 2 queue managers

Application browsed all messages on a queue, waited 1 second and
repeated. At one point, there were 3000 messages on the queue
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Insight through Capture, Analytics & Visualization

INFO: tslDefmessageProcessor.process: method ends; message: org.springfran
Aug 12, 2013 11:13:33 PM com. coherentlogic. coherent. datafeed. services.work
WARNING : The workflow has ended; note: No comments, payload: COMPLETION_E\

Get Events fiekds saverty, eveatname, olapsodiime, startimo for latest 4 hours where severty > N stest day where map(FroeBytes

Aug 12, 27 :13:34 PM com. coher‘ent'log'lc coherent. datafeed. integration. e

INFO: F ‘event number 1 at Time 1376363614149; event: OMM_ITEM_EVENI "
Aug 12, :13:34 pm com. coherentlogic. coherent.datafeed. integration. e 04m 105
INFO; e wethad begins; message: [Payload=0MM_ITEM_EVENT/MARKET_PRICE

Aug 12, _wt3 11:13:34 PM com. coherentlogic. coherent.datafeed. mis- ~ anL

INFO: event: OM: _TEM _EVENT/MARKET_PRICE (com.reuters.rfa.inter) for

134 PM com. coher - ogic. coherent. datafeed. miz L
INFO: handle: com,reuters.rfa. .session. omm. oMMSubHandlel _asel
Aug 12, 2013 11:13:34 PM com. c( Jgic. coherent. datafeed. int _ged@tion. e
INFO: enrich: method ends; enr- ~sage: [Payload=OMM_ITEM_EVENT/MARKET
Aug 12, 2013 11:13:34 PM com.cc _.entlogic.coherent.datafeed. services. mess
INFO: process[0]: method begins; message: [Pa%'lDad=OMM_ITEM_EVENT,-"MARKET_F
Aug 12, 2013 11:13:34 pM com. coherentlogic. coherent. datafeed. services. mess
INFO: session: com. coherentlogic. coherent. datafeed. services. Session@efef&¢

2 W 3:34 PM com. coher - ogic.coherent. datafeed. services. TS1L
ARKET_PRICE ‘com.reL

begins; ite oM
134 PM Com. C ogic. coherent. datafee” Es. TS1L
as able to pa bytes provided -- the ize is
3:34 PM com.c. _e.entlogic.coherent. datafee‘ 25, T51C
as able to parse the bytes provided -- —s1ze is
34 pM com. coherentlogic. coherent. datafeec services. TS1L
5 able to parse the bwtes provided -- the defpb.size is
#:24 pM com. coher- |ic.coherent.datrafeed. services. Ts1C
as able to pars ftes provided —- the defDb.size is

com, coh ic.coherent.datafeed. services. TS1L
to pars «ytes provided -- the defbb.size is
com. coh _entlogic. coherent. datafeed. se= ~ rsitc
to parse the bytes provided -- the de is
com. coherentlogic. coherent. datafeed. se 151
to parse the bytes provided -- the def a5
com. coherentlogic. coherent. datafeed. se. w1€es. TS1L
to parse the bytes provided -- the defpb.size is

com. coherentlogic. coherent. datafeed. services. TSl
\{0 parse the bytes provided -- *'  defDb.size is
om. coherentlogic. coherent d.services.mess

message: [Payload=0MM_I
¢. coherentlogic. coherent
d; note: No comments,

at time 137636361417
pherentlogic. coheren
essage:  [Payload=com:
bherentlogic. coherent

23

. coherentlogic. coherent.datafeed. misc = a
reuters.rfa.internal.session. omm. OMMSUbHandleTi Hd
:34 pM com. coherentlogic. coherent. datafeed. inte 3
d ends; enrichedvessage: [Payload=COMPLETION_E e
:34 PM com. coherentlonic. coherent . datafeed. misc _arnefnt

T/MARKET_PRICE O Returns
d.services. work e
«0ad: OMM_ITEM_EVEM o

oherentlogic. coherent uatafeed integration. ¢ —

COMPLETION_EVE u
id. integration. €
VENT] [Header

.misc.sessiont

B vebOrders
h.—,
o o

*** CONFIDENTIAL - THIS DOCUMENT CANNOT BE SHARED ***

©2018 NASTEL TECHNOLOGIES,

NC.



Natural query language

= Ability to ask any question about application performance, logs, transaction and
metrics using JKQL English like query language.

Recent Event Scorecard 267 events [Z]

jKQL> Get number of events for latest hour where severity > INFO group by severity, eventname, location ORDER BY severity show as scorecard

> | (0B & ~

SensorActionTask LoggerManagerService java:430 118

UpdateFacts LoggerManagerService java:442 46 JKQL query Ianguage
ERROR run ObjectMonitorjava:602 | 3 provides a flexible way
stopAllServices Mode java: 1168 Topology View 1 tO Organize, query and
Sl ask questions about any

| @ server |
data from any source

Real time (CEP/EPL) expressions
that let App Support see what’s
happening in real-time

e 4 e

Total Events = [ | [Hi|[w Executive View. . >| |2V Executive View.

i B - e
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Revenue potentially lost due to performance problems

Revenue Loss Revenue Loss

jkQL> get number of events fields ‘Amount')), ‘Amount'y) where exception exists group by startlime show as linechart - y JKQL> get number of events fields sum(prop('Amount')),

'Amount’)) where ion exists group by location show as __ [

Break down
of revenue

loss by time
and location

Avg of Amount

Sum of Amount

10:20
StartTime

Tue Aug 16 2016 10:09:50 — Tue Aug 16 2016 10:19:57 — Tue Aug 16 2016 10:20:06 Tue Aug 16 2016 10:20:17 — Tue Aug 16 2016 10:20:54
o
s

View 1-5 of 5

Dallas, Texas — New York, NY

Revenue loss
and reasons

View 1-3 03

jKQL> Get event for Today where exception exists and location in('Paris, France')
B EventName StartTime ElapsedTime  EventType

okemon.coin...

Dill down into all
events responsible
for revenue loss

Buy pokemon.coin
Buy pokemon.coin...
okemon.c

Buy pokemon.c:
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Machine Learning, Anomaly Detection & Root Cause Analysis

= Drilldown to graph of nodes and edges representing topology at time of anomaly
= Topology graph automatically created for all relationships in time window
= Related nodes are automatically stitched together

" Lines between nodes (called °

JKQL> get activity compute anomalyDeepDiveRogueEdges(”) where startTime >= 2017-02-18 00:00:

‘edges”), represent relationships between nodes

:00.000000 -0 3 ime <= '2017-02-18 23:59:59.999999 -05:00' show as topology > 8 © Vv

§cl

USAtTerminalAtCLT — resource-sky

Elapsed time of this edge: 01:16:00.0.
Average elapsed time: 00:059:05.0.
It took 8x longer than average.

Anomaly (0NN NSH O[O Frobabls root cause of the anomaly.
Average 00:09:05.0 resource-sky

[ DRI AN + 34

Anomaly 01:21:00.0
Average 00:18:08.5

@ Edges colored red represent probable root cause and/or communication impacted by the root cause. Please click each red edge for details.
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Analysis Statistics

1BM MQ Queue Monitor - CITI Queues [

JKQL>get Snapshot fields SnapshotTime, SnapshotName, Properties{ CURDEPTH) for Latest 72 Hours where Category CONTAINS "Scotts_Queue_Monitor' AND ResourceName CONTAINS ‘CITT orderby S (577 | Bowv

’ 0
25
@, Show all
20
E 15
o
w
e
2 10
o
5
o
17:42 18:00 16:38
SnapshotTime
1BM MQ - Performance Events - CITI Queues ‘F

JKQL>get Event fields Severity, EventName, ElapsedTime, StariTime for Latest 72 Hours where Seveity IN (INFO','NOTICE','WARNING', 'ERROR’, "CRITICAL") AND EventName CONTAINS StateChange’/ 5| |l ff) 2

] 0
00:04
GShow all

00:03

ElapsedTime
=)
=)
o
5

00:01

1]
StateCh...StateCh... StateCh...StateCh... StateCh... StateCh... StateCh... StateCh... StateCh... StateCh... StateCh... StateCh. .. StateCh... StateCh...StateCh...StateCh... StateCh. .. StateCh... StateCh... StateCh... StateCh...

EventName

1BM MQ - Performance Events - CITI Queues - Details

1BM MQ Performance Events - Full Scorecard Summar 533 Events (2]
JKQL>get number of Event for latest 24 hours where ResourceName CONT/ 5 | BT v

Severity = Events Count

IBM MQ Performance Events - Piechart [

jKOL>Get number of events for latest 24 hours where ResourceName conta [5 | [l Ow

WARNING: 3.57%

INFO: 96.43%

IBM MQ - Performance Events - Scorecard 28 Events (7
jKQL>get number of Event for Latest 24 hours where ResourceName contail [5 | |l ) &
Severity * Events Count

i INFO

A\ WARNING

yents _ Scorecard Summan
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Analyzing MQ Logs

= Surmnay —

4

Breakdown by QMGR Breakdown by Message ID
JKQL>Get number of events where eveniname staris with '"AMQ' group by map('QMGR') show as piechart >l S v JKQL>Get number of events where eventname starts with 'AMQ' group by eventname order by number of desc show as barcha [5_| |l ff] &
0
AMQ50411 "
&l Show all
AMQI99IE
 —
1 —
_ B AHOS00 1T -
/‘ g AMQOS45T — — '
E A
[ \ 2 AMQOSA4W - E—
[ | I v
| | AMQS026] S
X | —
\ AMQ72301
0 10 20 30 40 50 60 70 80
VO10Test: 100.00% L
Events Count
W AmQso411 AMQ5051T AMQ50371 amgaoooe [l Aamqozose [l Amqooozr [l AMaoooil AMQ50521
W 2mqse7st [l AMQos4sI amooszew [l amasozer [l AMQas4aw amosoz21 [l amosozar [l AMQS0261

MQ Error by Day

Event Search

A1 = fth e . 0 =
JKQL=Get number of events where eveniname starils with 'AMQ' group by starttime bucketed by day show as colchart > | Ll B 2 W JKQL> get number of events where eventname starts with 'AMQ' group by severity show as scorecard
Severity # Events Count
(] (] o
120 i INFO
l—'\w all
100 _ A WARNING
£ w0 - ERROR
S
w 60
]
H A
2 a0 S
g
20
0
Aug 02 Aug 04 Aug 06 Aug 08 Aug 10 Aug 12 Aug 14 Aug 16 Aug 18 Aug 20

= Console =

543 Events

> lml B 2w
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Diagnosing MQ Messages

summary

3 Local Queues

‘ B EUNELLGEYER Default Local Queues Dir v ' Filter by: _

Queue Name Current Depth ¥ Maximum Depth Get Messages Put Messages Open Input Counter Open Output Counter Last Updated

EHTTP_OUT &1 5000 Allowed Allowed u] u] 00:28:00 haurs
EMyTrace Cut 24 5000 Allowed Allowed 0 0 00:29:00 hours

18 5000 Allowed Allowed 0 0 00:28:00 hours
EHTTP_LISTENER_DUT 2 3000 Allowed Allowed 0 0 00:29:00 hours
EOQOFN 1 000 Allowed Allowed 0 0 00:29:00 hours
=5 vaTest 0 5000 Inhibited Allowed 0 0 00:29:00 hours
== SampleReplyQueue 0 a00a Allowed Allowed 2 ] 00:29:00 hours
= SampleOutputQueus a 000 Allowed Allowed 0 0 00:29:00 hours
= RGN1_¥Q o 5000 Allowed Allowed 0 0 00:28:00 haurs
= REQUEST.QUEUE 0 a000 Allowed Allowed 0 0 00:29:00 hours
= REPLYQUEUE a 000 Allowed Allowed 0 0 00:29:00 hours

Total: £

Console

.

Message Cursor | Deseriptor |bLH | mD MDE Data Size | MD::Type MD::Format MD::Message ID MD:Correl. ID MD::Put Date
1 1 false true | false 64 DATAGRAM AMQYITest  Wx#0a 000000000000000000000000 20180622 1317

v 2 1 false true | false 64 DATAGRAM AMQYVITest W@l 000000000000000000000000 20160822 1317

@3 1 false true | false 64 DATAGRAM AMQVITeSt  Wxr[#0H UO0O00O000000000000000000 20180822 1317
A TPy— 1 false true | false 64 DATAGRAM AMQ VI Test lxr[#LElﬁ 0O0O00000000000000000000 20180822 1317
5 Somy messages 1 false true | false 64 DATAGRAM AMQYITest  Bxf0n 0O0NONO0N00000000000000000 20180822 1317
6 Move messages 1 false true | false 64 DATAGRAM AMQYITest  Wx#0n 0O00000000000000000000000 20180822 1317
7 1 false true | false 64 DATAGRAM AMQYITest  Wxrf#0a 000000000000000000000000 20160822 1317
] 1 false true | false 64 DATAGRAM AMQVITest  Wxr#0n 0O0O00000000000000000000 20160822 1317
E] 1 false true | false 64 DATAGRAM AMQVITeSt  Wxr[#0 UO0O00O000000000000000000 20180822 1317

w
o
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Track & Trace Digital Transactions

| AutoPilot® Insight AutoPilot® Insight
ANALYTICS DASHBOARDS
ENGINE —-= VIEWLETS

S T

Transaction Views

Correlation,
Analytics W

Activities, Events

~ & ocol R - [0 @
Java S Bus Middleware —
Metrics, Analytics
Actionable
©2017 NASTEL TECHNOLOGIES, INC.
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Total Transactions and Transaction Volumes

L>Get number of activities from Complete_Delivery_Orders where parentid not exists and Eventcount > 1 group by starttime bucketed by minute show as colchart

N
(=
o

Activity Count

;. - - ‘ -
“\a\{ ’é\a‘{ ‘an\l “;&3\4 @3‘4 “'j\a‘l @3‘4 "',vi’:ﬂ 3

B R A R U R T AR Elapsed Event Severity SourceFQN einetne et wete

AR RS FOry v Fer Fovw Bevy Fre Fevy Fovy Bevy Fevy ey B
WO ThS | RS TS | TS | TS| The, the | TS ph2 e whe |
S etnetne nedgedyedyet et oot gat gat gat

{QL=>Get activities from Complete_Delivil i 01 :01.51241 sts and EventCount > 1 group by StartTime bucketed ...

00m 12s

00m 10s —— = ~ ol dTime : 00 = ’ — ——
A/\ / i /\// N e o:.);ssasgs;s i o —8—o—

00m 08s

00m 06s a P P Avg ElapsedTime : 00m
y @ a8 05.464848s

00m 04s

ElapsedTime

00m 02s

<Y\°‘m-“ m\"m‘“

Tue May 24 2016 10:35:00 V’\"‘\{'“
<o <ue
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Example Transaction: Financial Services

JKQL= Get relatives from CALYPSO for latest 2 minutes show as topology

G-)‘ @ Server | #®3 Application | #§ DataCenter | 4 Resource | ! Database | E;T Queue | — SentMessage |

Avg 882ms
Count: 11

BANKS.TRADES.OUT

i Avg2007ms i
Count: 73
© 0 E Avg 19082ms

OFAC/BSA E : Count: 14

. Count: 1
Screening Avg 2377ms

Count: 61  Avg 699ms , b
Count: 2 { | SWIFT.SCR

-» BANKS.MT300.0UT
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Transaction Trace Details

JKQL= Get relatives from CALYPSO for latest 2 minutes show as topology

@ cewver | #y Applicaion | 3 DataCenter | 4 Resource | F@ Database | %7 Queue | — SentMessage |

SWIFTCtrparty@11.0.0.120
_._@ Avg 21ms Avg 699ms
e

> Avag 0 COHIE & Count: 2
C:)g tm; OFAC/BSA MQBRIDGE
o Screening N ..

SWIFTCtrparty@11.0.0.23 Avg 22ms ) E‘ Avg 1ms s Avg

e Count: 20 Count: 1 19606ms

o vQ : -
SWIFT 1088ms CALYPsO | Count:9
Alliance Avg 2697ms

Count: 33

e Avg
CREDITFUNDS - Avg 955ms - 2212ms

Count: 10 Lolni I1

ActivityName StartTime ElapsedTime Severity EventCount SnapShot SourceFQN
CALYPSO-CIBOS  2016-09-17 11:14:57.873000 4:58 006568 1.033s 9@ - 0
CALYPSO-CIBOS  2016-09-17 11:15:01.41 ' j 8 776ms Ouro 2 0
CALYPSO-CIBOS  2016-09-17 11:14:58 849000 3048384 41995 Ouro 0

©2017 NASTEL TECHNOLOGIES, INC.




Transaction Analytics, Notifications and Alerts

JKQL= Get relatives from CALYPSO for latest 2 minutes show as topology

@‘ @ cewver |y Application | 3§ DataCenter | 4 Resource | ! Database | E;T Queue | — SentMessage |

Avg 699ms
Count: 2

OFAC/BSA
Screening

SWIFTCtrparty@11.0.0.23  Avg 22ms

N e | Avg 1ms Avg

e — Count: 20 . Count: 1 19606ms

: SWIFT 1gsgsm Count:9 3
s CALYPSO :
Alliance Avg 2697ms

P Avg
- —
CREDITFUNDS LAY9 2mS Avg 955ms oUNt: 33 - 8 Wi, 2212ms

- Count: 34 ’—f : : Count: 51

";. Count: 10

EventhName StartTime + E‘u’EﬂtT‘y’pE MESSEQE Se‘u'erity Exceptir_:-n ResourceMame
Ibook-trade 2016-09-23 17:42: 000 Oms OTHER om book-trade
HTTP/POST/book-trade 2016- F 4z 0 Oms OTHER £15A::20LD0O00G ... [ ﬂm book-Atrade
QueueSendersend 2016-09-23 17.4: 938 13ms SEND {154 200LD000G... 12 ﬂm JMSgueuestradein

MQPUT 425 f 21625 SEMD {154 200 D0O00G... 12 @ FAILURE 2010: MQRC_DATA... BAMKS.TRADES.IN.QUEL
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Transaction Activity Trace, Event and Message Details

B StarTime 4 EndTime ElapsedTime | EventCount ApplName ResourceMame
[ 2016-09-17 11:14:57.873000 2016-09-17 11:14:50.150676 1.277s 3 W CALYPSO-CIBOS.TRAM BAMKS.MT300.DUPS.TO.TRAM QUEUE BAM
72 2016-09-17 11:14:50.154368 | 1.231s 23 wly OFACIBSA Screening CALYPSO-CIBOS M ATPO01.OMGR BANKS MT300.DUPS TO.TRA

00 2016-09-17 11:15:00.676586 25825 3 W CALYPSO-CIBOS. TRAM BAMKS MT300.DUPS TO TRAM QUEUE BAN

oud1 2016-09-17 11:15:01.116293 - 2.978s 23 W@ OFACIBSA Screening CALYPSO-CIBOS.M ATPO01.OMGR BAMNKS MT300. DUPS TO.TRA

= Get EventsUinere ActivitylD in ("3d978bd8-7Tcb7-11e6-b5de-00258035f22d") order by staritime asc

B Eventhame StartTime ElapsedTime  EventType Message Severity
[ ibooktrade 2016-08-17 11:14:59.621000 +02:00  Oms OTHER 0 nro book-tr
= _05- 44 - (5| ¥

[C] HTTPIPOST/book-rade 2016-09-17 11:14:59.621446 +02:00  Oms {:15A: :20:LD000618 :22A:NEWT :22B:CONF ~ = (@NEO book-dr

[ QueueSendersend 2016-09-17 11:14:50.621924 +02.00  13ms D I el _ | ¥ @mneo S g
:87A:CITICHZZ :15B: :17R:B :30T:20000614 |E| s

[ maruT 2016-09-17 11:14:59.635724 +02:00 25073 30V 20000618 :30P:20010618 (e ix_‘.“.fARNING BAMKE

[ maceT 2016-09-17 11-15:02. 117492 +0200  26ms +32B:CHP5000000 :30X:20010018 M @ meo BANKS
:34E:CHF210000 :37G:4,2 :14D:360/360 :15C:

[ mapuT 2016-08-17 11:15:02.732387 +02:00  24ms :53A:BSUICH22 :57A:CITICHZZ :15D: ™ (QCRITCAL  COUN
:57A:BSUICH22 -} i

[0 cueueRecsive.receive 2016-09-17 11:15:02.760401 +02:00  13ms () ﬁlNFG JMS:igu

[C] HTTPResponse/match-confi 2016-09-17 11:15:02.774201 +02:00  0ms OTHER {454 20:.LD000G 18 :22ANEWT :22B:CONF... 4 () INFO match-
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Transaction Milestones: Financial Services Example

JKQL= Get relatives from CALYPSO for latest 2 minutes show as topology

G-)‘ @ Server | #®3 Application | #§ DataCenter | 4 Resource | ! Database | E;T Queue | — SentMessage |

TRAM DUP CONF CTR PARTY CONF
—> B
| |

CALYPSO OFAC STAYAN SCRCONF  TRAMMATCH CONFMATCH
3 - “¥ 3 “¥ -

-~
5 LS S A e M T~ , R SR
[ [ [ [ [ i

MT202 MTS910/950 SAA PAYMNT SCR PAYMNT  PAYMNT CMPLT
- ~ ~ ~ ~

| | | [ [
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Transaction Milestones - Details

jKQL> Get relatives from CALYPSO for latest 2 minutes show as topology

P serer |

¥ Application |

TRAM MATCH

3 TRAM MATC
s TRAM MAT G
¥ TRAM MATCH

¥ TRAM MATCH

Activities

Objectives

v

SLA
ElapsedTime <=2
Met

Not met

Successful

a DataCenter |

seconds

(21)
(0

- cessful' show as table

CompCode ="SUCCE

Met

Not met

(13)
(6) b C_Succ

—— O_:

® 0_sLA_MET_ TRAM MATCH, 0_S

@ 0O_SLA_MET_: TRAM MATCH, O_Succ

sful._MOT_MET_
sful _MNOT_MET_
sful _MNOT_MET_

sful_NOT_MET_

SCR CONF

~

ActivityName
TRAM MATCH
TRAM MATCH
TRAM MATCH

TRAM MATCH

StartTime

-

2016-09-15 11:20

# Resource | B Database | T.7 Queue | — SentMessage |

-

>

Elapsed Severity

TRAMMATCH CONFMATCH

SourceFQN

0B o5 v

APPL=TRAM#SE
APPL=TRAM#SE
APPL=TRAM#SE

APPL=TRAM#SE
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Example Transaction: Retail Organization

Activity Count Events error summary

HALT::DP002_OrdersWWSP_Poli  CRITICAL::queue::SAP.PO.INB
1

JKQL> Get relatives show as topology > JKQL=> Get relatives show as geomap |>_| QB 5

@

VALIDATE.ORDERS.QUEUE

FAJ CREDIT.ORDERS.QUEUE e

P 4
i VenfyOrders om
- ROUTE.ORDERS.QUEUE

Oe VerifyCredit; PAYMENT.ORDERS.QUEUE

WebOQOrders order/parts 'gi EPI‘OGESS ;-'-.“IIJ SHIP. ORDERS.QUEUE
: OrderRouter : : Payment : ~m

o 43 N Tl e

s Pdeuct 5 Unked States
. jdbe:/loracleforal/order_db E L) ; 4
' “(

R >! FraudAIert : '
— -~m
'Q( ZT.
R FRAUD.ORDERS.QUEUE
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Transaction Milestones: Retail Example

jKQL> Get relatives from CALYPSO for latest 2 minutes show as topology

@‘ @ Server | #®3 Application | #§ DataCenter | 4 Resource | ! EEL E;T Queue | — SentMessage |

Order Placed Verify Order Verify Credit Order Router Process Payment [l i
A A A e _1_ Activities
*~—) 4) .—> .—> Objectives
I I — — - v SLA
ElapsedTime == 2 seconds
et

Not met
JKQL= Get Activity from 'Process Payment' that not met 'Successful' show as table
Successful

[l Objectives ActivityName StartTime
o o _ e Met
9 0O_SLA_MET_:Process Payment, O_Successful _MOT_MET_ PaymentProcess  2016-09-15 11:21:03.2
Not met (15)
@ 0O_SLA_MET_:Process Payment, O_Successful _MOT_MET_ PaymentProcess  2016-09-15 11:20:55.&

) 0_SLA_MET_-Process Payment, O_Successful_MOT_MET. PaymentProcess 2016-08-31 13:21:19 936837 44ms @) NFO  APPL=Process

@ O_SLA_MET_:Process Payment, O_Successful_MOT_MET_ PaymentProcess | 2016-09-15 11:20:47 .5 53ms GII'-IFD APPL=Process
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Automatic Detection of Anomalies

JKQL> Get number of events for latest 11 minutes group by starttime bucketed, elapsedtime show as anomalychart

2016 11:0,:00 Thu Sep 29 2016 11:00:00 Thu Sep 29 2016 11:00:00

Thu Sep 29 2016 11:00:00 ) show all
Upper Band Value:3.19865 [l KOINife]f=1ale METale]1yl-13%) f\ '

Thu Sep 29 2016 11:00:00

Upper Band Value:2.36405 A ’ .
m \ 7\ / U\j 00min 00.00015sec

Thu Sep 29 2016 11:00:00 00min 00.00010sec
Lower Band Value:-0.78779

ElapsedTime : 00min 00.000074sec 00min 00.00005sec

Thu Sep 29 2016 11:00:00
ower Band Value:-1.58204 00min 00.00000sec
Thu Sep 29 2016 11:00:00 ;575U Inu Sep 29 2016 11:00:00 Thu Sep 29 2016 11:00:00

00min 00.00025sec

00min 00.00020sec

ElapsedTime

Lo
=
3
o

O

Lo
=
o
>

w

StartTime

< <4 BB 2|34 5| > F View 1-100 of 88
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Missed SLA Transactions

JKQL> Get events for today where ResourceName contains 'Missed SLA' show as linechart

10 00m 00.06s

Missed SLA Events 1049 Missed SLA Events O 00 D
\l Severity e{ Event Count 00m 00.04s

ElapsedTime : 00m 00.033593s § INFO
00m 00.03s

A WARNING

SnapShotCount
ElapsedTime

i N A A .

00m 00.00s

SnapShotCount : 0

2016-10-02 13:17:17 ;.. 13:18

EventName StartTime ElapsedTime EventType Message Severity SourceFQN
ReadOrder RECEIVE 0 yme oductld=8380203... < i, WARNING APPL=Proces
ReadOrder 2016-05-24 48! 58 +02:00 27ms RECEIVE oc ayme oductld= <) 4\ WARNING APPL=Proces

ReadOrder 2016-05-24 5548116 +02:00 25ms RECEIVE oc ayme oductld=8380203... &y @ERREIR APPL=Proces
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Time slots: Tuesday at 15:45; Wednesday 14:15

= Using IBM Activity Trace to better understand your application logic \

IBM introduced Activity Tracing with the MQ appliance and is now available on
distributed releases of MQ. Activity traces can be used for a variety of use
cases. For example, they allow the MQ administrator to understand MQ and
application behavior. They also allow application developers and support to
determine if the expected MQ calls are being performed.  Version 9 of MQ
added subscription support which allow further control on who can request
and display traces. This session will cover how to activate traces, tips to
avoid some of the pitfalls you can encounter, and using IBM sample programs
to analyze the data collected.
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Tuesday: 11:00

" Tracking messages in your middleware environment with Nastel X-Ray

Being able to track message as they move through MQ provides a wealth of
information. While MQ statistics provide summary information, they often
only tell half of the story. With tracking, you are able to see detailed MQ
requests that explain the exact behavior of your applications. While using
standard MQ tooling provides a good place to start, more complex flows
require a more robust tracking tool. In this session, you will learn how Nastel
X-RAY allows you to answer questions such as are applications following the
coding standards, is the application call efficient, what caused messages to
end up in the dead letter queue, and many others.
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Wednesday 11:00

" |f you can’t clone yourself, Delegate!

You already have more work to do than you have time to complete and your
organization wants you to do more. With Nastel AutoPilot OnDemand, you
can delegate work to the responsible teams. It’s not simply a matter of
giving everyone access to MQ. You need a secure solution that gives just
enough rights to get the job done. You need to satisfiy the auditors when
they come knocking at your door. You need to manage MQ as well as the
other middleware you have in place. You need a solution that is easy to use
and scales to the needs of your organization. In this session, come see how
Nastel AutoPilot OnDemand provides these capabilities and more.
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