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Integration Modernization

Modernization -

will impact
more than just

o o - -

\/
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Agile Integration Architecture

Fine grained Speed
Ag e deployment m—) development &
Integration SImplify mgm!
AI'.Ch itecture Decentralized Accelerate agility &
drives the Ownership — innovation
change

Cloud native _ Provide resiliency
infrastructure and scalability

e
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Typical benefits sought from a move to
microservices

Monolithic
Application
Agility Scalability Resilience
Faster iteration cycles, Elastic scalability, Minimized
bounded contexts, workload orchestration, dependencies, discrete
autonomous teams cloud infrastructure failover,

fail fast, start fast
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Difference between SOA and Micro services

Service oriented architecture (SOA) and microservices architecture relate to different scopes

They are complementary, rather than competing

pService

uService

uService pService

Microservice
application

Webinar based on above paper (55 mins) http://ibm.biz/MicroservicesVsSoaFullWebinar

5 MQ Technical Conference v2.0.1.8 .


http://ibm.biz/MicroservicesVsSoaFullWebinar

n

Centralized

ESB

Externally Exposed Services/APls

_

L

—
-

!

Engagement
Applications

>

F vy F ¥y
? 2® et
Exposure Gateway

Systems
of Record

Containerization

Fine-grained
integration
deployment

Externally Exposed Services/APls

*T 0

Exposure Gateway (external)

le
—

Microservice
application

Engagement
Application

299 o lovee
SEN BN B |

Systems
of Record

Evolution to agile integration

K}

of Recard

Systems

Decentralized

integration
ownership

Externally Exposed Services/APIs

S
Exposure Gateway (extarnal)
le 5. [ ]
¥ p9e
82 ="
29% 1% 990
LIN NNN NNN
B
CO i3
@ ge
| SEEEEES |

Application autonomy

Integration as a

Extarnally Exposed Services/APls

?
Exposure Gateway [external)
‘s le ’
53 51 g
3% £%
a< 3 |
=n
*%® ole 200
gl EnE Emn
™
o
el

Polyglot runtimes

microservice runtime

e

MQ Technical Conference v2.0.1.8

.[]._—|-.



Benefits of a container-based approach
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Operational consistency of container based solutions

Resources

Runtime specific 6
Provided by platform ‘

Routing

Traditional infrastructure Cloud native infrastructure
(Pets) (C&ttlE)

R ——
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The scope of Integration Modernization

Repackage Refactor

Agility through independence Embrace cloud-native
» Granular components * Image based deploy
* Increased isolation » Automated CI/CD
* Independent release cycles * Elastic scalability

Application Containerize application Fine-grained integration Optimize integration deployment
Integration integration infrastructure deployment for cloud platform

Messaging Containerize messaging provider
& Events infrastructure

Optimize messaging for cloud

Fine-grained queue deployment platform

API Containerize API gateway and

Management management infrastructure Align API component placement Consumer aligned API exposure
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DevOps Increasingly automated

Ownership Increasingly decentralized
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Boundaries make complex environments manageable

Managed API gateways define and enforce application boundaries

peeiice = uSenvice  yseree | Microservice
; . uService
uService hserice - uservice component
uService

uService - uService
uService

API

Application
' boundary
-]

API gateway

Silo Silo
application application
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Running MQ in Containers

PUBLIC | AUTOMATED BUILD

= MQ has been supporting ibmcom/my v
Docker containers since 2015
with images on Docker Hub and
Docker Store and sample code

on Github

k Build Details

Repolnfo  Tags  Dockerflle

Short Description

|BM® MQ Advanced for Developers

Full Description

Recently it has been
demonstrating how to get most
of docker containers and
kubernetes providers like

Supported tags and respective Dockerfile links

v 9.1.0.0, 9 latest (Dockerfile) - available until July 2019
+ 9.0.5.0 (Dockerflle) - available until November 2018 (updated date)
H ibm-messaging / mg-container

Docker Pull Command 0

docker pull ibmcom/mg

Owner

IEF  ibmcom

© Watch | 14 o Star | 27 Y Fork | 17

<> Code Issues 13 Pull requests 5 Projects 0 Insights
Redhat open shift, Pivotal e s 66 2
]
ibm-mg helm-charts docker-images galang docker-image helm-chart bm-cloud
{D 428 commits ¥ 4 branches T 4rel 41 4 contributors s Apache-2.0
_— L}

MQ Advanced is available as a

parrobe explicitly set root user for RHEL containers (#208)

fully supported product with IBM =
Cloud Private, a Kubernetes- s
based solution from IBM

[ mg-advanced-server-rhel

explicitly set root user for RHEL containers (#208)

Latest commit a854cdc 8 days ago
17 days ago

2 months ago

a month age

3 months age

2 months ago

8 days ago
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MQ container orchestration support

Other Container

Other Container Orchesiration

IBM Cloud Public IBEM Cloud Private

(Docker Hub/Store)

{e.g-OpenShitft)

MQ Adwanced Serer

Production

Client (dev & prod)

>
>
>

MFT & AMS & MQTT

SDK

MQ Explorer

Salesforce Bridge
Blockchain bridge
RDQM

MQ IPT

X x x> >
X X X P >

LN N
X x x>
x X %X >
x X %X >

MG supportedwith image
and sam ple available
Supperted, Image and Halm
chart available

MG s upported with sample MG supportedwith
Supported, and younesd fo
build your ow n image
(samplez/blog avalabls)

Mot rted
| % | sUppo

Supported, and you
need to build your
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Running IIB/ACE in Docker containers

Dashboard Explore Organizations Create .sandeepﬁjy

COMNTAIMER
PUBLIC REPOSITORY App B
ibmcom/iib ¢ oo | Weiie
acker
Repolnfo  Tags
Short Description Docker Pull Command I
LIRS
Official IBM Integration Bus for Developers image docker pull ibmcom/iib
otdi / ace-docker & Watch | & W Star 9 ¥ Fork | 11
<» Code Issues 4 Pull requests 1 Projects 0 Insights
No description, website, or topics provided.
o 18 commits ¥ 1 branch T 0 releases 12 ? contributors zfzs EPL-2.0
Branch: master « Mew pull request Find file
dan robinson Merge branch ‘master’ of https://github.com/otdiface-docker Latest commit f947cel on Jun 4
B 11.0.0.0/ace/ubuntu-1604 Merge branch 'master’ of https://github.com/otdiface-docker 4 months ago
E CLA.md Update repo layout and add CLA and READMIE 5 months ago
E) LICEMSE Initial commit 5 months ago
E) README.md Further README updates 5 months ago
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Helm Charts

|IB Helm Charts

[EH readme.md

IBM INTEGRATION BUS

IBME Integration Bus is a market-leading lightweighi)
way for systems and applications to communicate wit
business value, reduce IT complexity and save money

choices, skills and interfaces to optimize the value of

Introduction

This chart deploys a single IBM Integration Bus for Developers integra
IEM Cloud Private or other Kubernetes environmen.

Installing the Chart

To install the chart with the release name foo :

Configuration

Parameter
licensa
image, repository
image . tag
image . pullPolicy
irl-dBE (pullSecret
service. nome

sarvica . type

resources, 1imdts. cpu
resources, Linlts. menory
resourCes, requests. cpu

resouries ., requests . nemory

nodename

SRV ErTANE

Description
Setfo accept taaccept the terms of the [BM license
Imizge full name including repositony
Image tag
Image pull policy
Image pull secret, it you are using a private Docker registry
Mame of the Kubermetes service to create
Kubemetes service fype exposing ports, e.. sadePort
Kubernetes CPU limit for the Queus Manager containes
Kubemetes memory limit for the Quewe Manager container
Kubsernetes CPU regquest for the Quews Manager containes
Kubkemetes memory request for the Queus Manager container
[EM Integration Bus integration nods name

[GM4 Integration Bus integraticn nods name

The following table lists the configurable parameters of the Lbm-integration-bus-dev chart ard their default values.

Default
Not accepted
ibmeom 11
16.8.8.18
IfNotPresent
nil
gmgr
NodePart
F]

ZA4EMI
1

51aMi1

IE_MODE

i _SERVER

helm install --name foo ibm-intepration-bus-dev --set licensP=areepT
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How and why does IIB/ACE use MQ ?

® As an asynchronous
messaging provider

® By certain nodes to
maintain state (Collector,
Resync, etc)

m As a co-coordinator for
global (two phase commit)
transactions

_ MQ Technical Conference v2.0.1.8



Running MQ and IIB/ACE in containers

Embedded In same container

m Use cases where IIB/ACE can
use Client bindings connections
then run MQ and IIB/ACE in bl
separate containers.

i T

B
/5

IB/ACE

m Use cases where IIB/ACE

L -

requires local (server) bindings Container
connections can be deployed Iin
different options
» Embedded in Same Container
» Separate Container with same

MQ Container - :: IB Container
PIS Namespace | J

Separate containers with shared PID Namespaces”®

*Docker1.12
Kubernetes 1.10 Alpha

e
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Running MQ and IIB/ACE in same containers

= replicas =n
» no persistent volume claim
» HA by replication (continuous
availability) Docker Container
» Elastic horizontally scalability
» Non-durable use of EDA*nodes
» No 2 Phase Commit.

ReplicaSet “replicas=n"

® replicas =1
» persistent volume claim
» HA by reinstatement
» Manual horizontal scalability
» Durable use of EDA*nodes
» 2 Phase Commit

StatefulSet “replicas=1"

Docker Container

e
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lIB running in Kubernetes

= The IBM Cloud Container
Service provides a
Kubernetes-based public
cloud solution

= |BM Cloud Private provides
a Kubernetes-based private
cloud solution for running in
your own datacenter

=
|

API Server

Controller Manager

Scheduler

Eted Configuration Store

Kubernetes Master Node

(==

Docker Container

I8 Integration Node

1IB Integration Server

000]

101010 1 (pod I acdreny)

/ Kubernetes whr Node \

Docker Container

IIB Integration Node

18 Integration Server

000

/ Kubemetes Worker Node \

Docker Container

IIB Integration Node

118 Integration Server

000

1030102 (pod 1P wddress)

\ o/

1990103 (zod I addrary)

KKHMM Docker

e

MQ Technical Conference v2.0.1.8



MQ HA Availability on Docker/Kubernetes

= Single resilient queue manager
» Cloud manages failover to
somewhere with spare capacity
» Networked storage (block or
filesystem), managed by
separate subsystem

= MQ Multi-Instance Queue
Manager
» Active — Standby pair ,MQ
Manages Failover
» Shared Network Storage

managed by different sub
System

= Replicated data qgueue manager
» “Shared Nothing” approach ,MQ
manages failover
» Local block storage,

> NO MQ Technical Conference v2.0.1.8



lIB/ACE HA Availability on Cloud

®= Single resilient Integration Node
(v10) or Integration Server (v11)
» Cloud manages fail-over to
somewhere with spare capacity
» Networked storage (if needed)
managed by separate
subsystem

= Multi-instance Integration Node
(v10)

» Requires local MQ

» MQ manages fail-over

» ACE v11 not supported (yet)

» Networked storage (filesystem),
managed by separate
subsystem
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IBM Cloud Private Solution

IBM Middleware & Open Source - e.g. Data, Analytics and Developer Services
Cloud-enabled middleware, application runtimes, messaging, databases & analytics to optimize current

investments and rapidly innovate , M
LA ﬂ r_’ ‘.- ]
wchsphﬂrﬂ \ PE— T
Core Operational Services — 9 e
To simplify Operations Management, Secunty, DevOps, and hybrid integration —— ee.
% Kubernetes-hased Cloud Foundry Terraform (CAM)
Container Platform ® For prescribed ‘H' Infrastructure as Code for
kubernetes |ndustry leading container iI:t application _ multi-cloud provisioning to
orchestration platform FOUNDRY development & Teraform public and on-prem private
HELM deployment clouds
NA

()
= m . ] ' . EM H
Runs onexisting laas: vmware u Pouwr . SystemZ lspemm Dell, Cisco, NetApp, Lenow, .

e
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IBM Cloud Private Overview

A customer-managed Private Cloud software

solution based on Kubernetes, Docker and
Cloud Foundry technology that runs on

customer-provided infrastructure (or in Public

Cloud IAAS)

A platform to run containerized versions of
IBM Software such as Datapower, [IB, MQ,
DB2, Cloudant, Data Science Experience
(Apache Spark), Blockchain

A platform to build Cloud Native, Stateless,
12 Factor apps including powerful developer
tools to jump-start projects

A platform to run Modernized and
Containerized Legacy Applications including
tools and services to help transform code.

Dasnbeard

Syeter
Hotes [RUE—— S—
ey
o . sct 100+ 5 ety
Lind o eelie sty 9 Unhestiny
Resix,
o ey @
i it esion a3 s ton
siaru
Helm Charts
Deploy your applications and install software packages
/N b2 (\ ibm-datapower-dev /7 ibm-db2oltp-dev
| o2 b | (2
|BM Db2 Server 11.1.2.2 - Developer-C Edition. \_/‘ IBM DataPower Gateway chart u‘ |BM DbZ Developer-G Eciton 11.1.2.2
‘Aocept the icense at hitp:/fibm.biz/do2-licanse to
om-charts. Ibm-charts Ibm-charts
q ibm-dsm-dev /N ibm-dsx-dev /\ ibm-icpmonitoring
= v ) o |
I\\_/ |BM Data Server Manager Developer-G Edition. I1BM Data Science Exp rience (OSX) Deve ﬂ “u IBM monitoring service in private cloud
Note that there can only be one DSM deployed per Edition brings together best of breed op
ibm-charts: ibm-cherts ibm-charts
q ibm-integration-bus-dev /_\ ibm-mgadvanced-server-dev N m
Q BM Iniegration Bus node b 1BM MQ que “O 1BM MQ queuie mana ger
Ibm-charts. lbm-charts Ibm-charts

e
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IBM C

COGMITIVE
SERVICES

A

L]
FUBLIC
CLOUD

&

EERVICEE

PUBLIC CLOUD

a g
~ e
4 —

IBM CLOUD PRIVATE ENTERPRISE
Workloads Developer Automation urban{code}
Cloud Native Containarized Middlewara Data Workloads DevOps & Tools O LMBAN CODE
";& MicroProfile 'lava . iI,i.'
o liberty . Jenki
n d? — RACKEHAN enkins CLOUDFOUNDRY
N . T s | | —| N e
st S || MY FEE - e HELM
- KlTURA o Iaua |EM INTECRATION IEA DUATA H
ﬁ spring __’ BROKER IBM Cloudant®  seipuer GitHub @ @
= JJEE EAFERIENCE IBM CLOUD PRIVATE
CATALOG
Next Generation Management

lPrometheus 15 Grafana --l

Stack

AP

1

Paa$ (Platform as a Service)

®

CLOUYDFOUNDRY

kubernates

Caa8 (Container as a Service)

&

docker

BT

Infrastructure

vmware n

openstack

CONMECT

Irl‘I’rastructu re Automation

CLOUD
CHEF H TERRAFORM

e
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IBM Cloud Private Dashboard

Createresource  Catalog  Docs  Support

Dashboard

System Overview

Nodes 7 Shared Storage 199 GiE
110 GiB
& Active 87 GiB
% ELE%
86 55%
Artive / 1 Inactive Aylanls 0B
2GiB
Resource Overview
CPU  2& Memory  73.16 Gig
Utilization 3.77crul15% Allocation s.75CFU|17% Utilization 3515 ci5 | 48%
100% 00
a0 503
268 288
[} [
1R AW TR

Available

Used

Released

Failed

Allocation 12.53 208|173

Deployments 28

9 3 . 26 Healthy
Hezlty , 2 Unhealthy
GPU o
Utilization — cerulom: Allocation  o&Pu|0%
L0407
-
288
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IBM Cloud Private Helm Catalog

IBM Cloud Privata Urealeresource  Calalog  UDoos Supporl 9

n B

Lesplesy youor applications and install software packages

lbm-magadvanced-server-dev

TBM MO quaus manager.

ibechan s

e
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Questions & Answers

e
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