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OMEGAMON for Messaging - Brief Overview
Provides complete solution for MQ and Broker monitoring 

• Efficiency and cost saving through integration, Messaging offers an 
enterprise-wide single point of control with other OMEGAMONs and 
distributed platform ITCAM Agents for WebSphere Messaging within both 
the Tivoli Enterprise Portal and the Enhanced 3270 User Interface 

• Superior problem determination capability with real-time status and 
statistical monitoring about availability and performance, along with 
historical data collection for reporting, performance analysis, trend 
prediction and enterprise-wide business impact analysis

• Reduced time-to-resolution of problems with automated problem 
situation detection and corrective actions, in conjunction with a wealth of 
workspaces for root cause analysis and correlation with related data about 
other monitored subsystems   

§ OMEGAMON for Messaging (IBM Tivoli Composite Application Manager Agents for 
WebSphere Messaging on Distributed) includes capability to gain improved visibility 
and management of messaging subsystems
§ IBM MQ for z/OS (WebSphere MQ)
§ IBM Integration Bus for z/OS (WebSphere Message Broker)
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OMEGAMON for Messaging - Brief Overview
Integrated health monitoring solution

• Monitor the health of all queue managers in your enterprise using either     
the Enhanced 3270 UI or the Tivoli Enterprise Portal 

• Navigate directly to other OMEGAMONs
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OMEGAMON for Messaging - Brief Overview
IBM MQ (WebSphere MQ) Monitoring
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• Queue manager availability, health and performance
• Queue status, usage and statistics
• Channel status and performance
• MQ event monitoring and archival 
• Application connections and topology
• Supports ITM features with historical reporting, 

situations, event forwarding, take-action

• Buffer pool, page set, message manager,    
log manager and topic manager statistics

• Pub/sub topics and subscriptions
• Dead letter queue and message manipulation
• Application (MQI monitoring) statistics
• Queue sharing group status
• MQ cluster monitoring
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Version 7.3.0 Fix Pack 2 Overview
l Planned to be available for both z/OS and distributed platform agents

l IBM MQ Monitoring: 
l MQ Queue Sharing Group SMDS data fully supported
l New channel attributes added
l Better stopped listener support on z/OS
l Queue manager CPF (command prefix) attribute added
l Queue manager level queue health indicator added for queues not being read
l Remote queue transmission queue name support added
l Capability added to create message monitoring situations
l Clear Current Event take-action supported by agent for Current Events table
l Setting MQ agent parameters dynamically now supported in Enhanced 3270 UI
l MQ Application debug trace data now fully supported in Enhanced 3270 UI
l MQ v9 support (PTF already available)

l IBM Integration Bus Monitoring: 
l Broker monitoring data now supported in new set of Enhanced 3270 UI workspaces
l New message flow status deployment attributes added
l IIB v10 recent fix pack support 
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MQ Monitoring: QSG SMDS Data
l Recent releases of MQ now allow choosing whether message data for shared queues 

should be offloaded to DB2 (the previous only option) or to an IBM MQ managed data 
set called a shared message data set (SMDS)

l This offloading always occurs for messages larger than 63 KB, but smaller messages 
may also optionally be offloaded to reduce coupling facility space usage

l SMDS is faster and uses less CPU than storing large shared messages in DB2

l When using SMDS, each queue manager in the given queue sharing group must have 
one SMDS data set, which it owns and tracks space for, etc. 

l There are capacity, performance and operational considerations, so monitoring data 
about SMDS is important, for example:
l How many of messages are being offloaded to SMDS:  Has this changed?  Are the 

offloading rule parameters causing more than expected to be offloaded?
l How full is the SMDS? Is it being expanded automatically?
l Are there enough buffers in the queue manager for accessing SMDS?
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Starting point is in QSG data
Link to:

l SMDS Usage
l SMDS Statistics
l Recent Statistics
l Historical Statistics

MQ Monitoring: QSG SMDS Data in TEP (1)

Agent collects SMDS data from 
MQSC commands and from SMF 
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MQ Monitoring: QSG SMDS Data in TEP (2)
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Navigate to new SMDS data
via QSG Coupling Facility
option

New tab added for SMDS

Options for SMDS rows go 
to other SMDS data

MQ Monitoring: QSG SMDS Data in Enhanced 3270 UI
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MQ Monitoring: Better Stopped Listener Support
Before only started listeners showed for z/OS. Now if 
listener stops after being started, agent will report it.
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MQ Monitoring: Remote Q’s Transmission Q Name 
Support Given only the name of the remote queue used by 

the application, do a find queue command and find 
out more completely the status of queues and 
channels involved.
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1. Detect when the first (oldest) message on a 
queue has gone through backout processing.
èUse the Queue Name filter to determine queues 
covered; here the test is for non-system queues.

2. Detect an application has queued a message 
for a particular type of error on its application error 
queue, using first the 256 content bytes in UTF8.
èNote: If any message put to that queue should raise the 
same alert, use queue depth monitoring instead.

3. Detect that the first message on a queue is not 
changing as it should normally; that is, it has not 
changed since the last situation interval.
èThe message tag value is computed from header to 
uniquely identify message; it does not include the backout
count from header.

MQ Monitoring: Message Monitoring Situations (1)
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MQ Monitoring: Message Monitoring Situations (2)
l Message Summary attribute group is the same as feeds Queue Messages and Dead-Letter 

Queue Messages workspaces, which have links to details and allow forward, retry, and delete
l In TEP, customize a link from your situation’s event view to Queue Messages to facilitate this
l A variety of MQMD and DLQ header attributes can be used in situations

Caution: Limit the matching queue(s) and number of messages browsed
l Filter on queue name allows four constructs:

1. Queue Name == <value>                       2. STR(Queue Name) != 1,<value>  
3. STR(Queue Name) == 1,<value>          4. SCAN(Queue Name) == <value> 

l A maximum of 500 messages is considered for matching the situation

Security:  For security reasons, this feature is not enabled by default 
l Restrictive new agent parameters apply:

l Specified on SET GROUP, or SET MANAGER, or SET QACCESS
lMSGSITACCOUNT(MQAGENT|USER=user_id)  - no default
lMSGSITMON (YES|NO|STATONLY)  - STATONLY default as pre-FP2 behavior

l Documentation will specify the processing rules for all related parameters
l Message content attribute will only be filled in if allowed by the applicable MSGACCESS and 

even then, only if it is part of the situation filter
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1. 

2.

3.

MQ Monitoring: Setting Agent Parameters in 
Enhanced 3270 UI
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MQ Monitoring: Application Debug Trace in Enhanced 
3270 UI
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Broker Monitoring: Enhanced 3270 UI Workspace 
Examples (1)
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Broker Monitoring: Enhanced 3270 UI Workspace 
Examples (2)
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Broker Monitoring: Enhanced 3270 UI Workspace 
Examples (3)
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Broker Monitoring: Enhanced 3270 UI Workspace 
Examples (4)
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Broker Monitoring: Enhanced 3270 UI Workspace 
Examples (5)
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Broker Monitoring: Enhanced 3270 UI Workspace 
Examples (6)
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Broker Monitoring: Enhanced 3270 UI Workspace 
Examples (7)
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Broker Monitoring: Enhanced 3270 UI Workspace 
Examples (8)
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§ Log Manager performance attributes added to current, recent and historical attribute groups
§ Process Information attributes added for MQ process definitions
§ Pub/Sub attributes added to Publish Subscribe Status, Topic Definitions and Topic Status
§ Attributes added to QSG Coupling Facility Structures for offload information
§ Attributes added to Queue Data for better characterization of a z/OS queue
§ Transmission queue name added to Channel Data, also for cluster queue manager
§ Attributes added to Current Queue Manager Status to identify Sysplex and LPAR names
§ DLQ reason code enumerations clarified; Application Type enumerations added
§ Numerous updates to MQ Enhanced 3270UI:

§ Pub/Sub data now available, including subscription definitions and status and topic definitions and status
§ Improved support for monitoring IBM MQ across multiple systems, including sysplex tree view of queue managers, 

managed system list views, enterprise-wide cluster and QSG views, and monitoring agent status 
§ Changes for improved usability and completeness, such as with tabbed queue summary by type, tabbed channel 

summary by type, clear display of log names and 6/8 byte RBAs, more queue manager detail tabs, options for listing 
DLQ and queue messages, and improved MQ Event workspaces  

§ Message added to identify when agent cannot discover queue managers due to MQ ERLY support level
§ Attributes added in broker monitoring agent for CICS, Global Cache and JMS Resource Statistics
§ Agent configuration deployment simplification in PARMGEN
§ Agent names updated to reflect the IBM MQ and IBM Integration Bus names
§ Product name changed to IBM OMEGAMON for Messaging on z/OS 
§ The old MQ 3270 is withdrawn; please use the Enhanced 3270UI
§ MQ Configuration component is withdrawn; please use features provided in IBM MQ and other IBM products
§ Note:  v750 is planned for z/OS only; distributed agents will remain at the v7.3.0 Fix Pack 2 level 

OMEGAMON for Messaging v750 Content Overview

27
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Queue 
Managers
are shown
organized in 
Sysplex
Tree View.

New MQ 
Overview 
Tabbed 
Workspace

Each tab 
is also an 
option 
from the 
KOB MQ 
start 
screen.
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The Clusters tab of the MQ Overview 
discovers all clusters in the enterprise with 
queue manager counts.  The options for 
each cluster allow displaying various data 
per cluster previously only available for a 
given queue manager. 

29
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Cluster queue manager data now 
includes the transmission queue name 
when applicable, with an option to get 
to its status.

An extension of pub/sub data support 
includes cluster topics. definitions list.

30
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The QueueSharingGroups tab of the MQ 
Overview discovers all QSGs in the 
enterprise with queue manager counts.  The 
options for each QSG allow displaying 
various data like before. 

31
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QSG Coupling Facility Structures attributes have been added giving offload information.   Note that the 
SMDS tab was added previously in v7.3.0 Fix Pack 2.     

32



MQ Technical Conference v2.0.1.7

The Agents tab of the MQ Overview lists 
all of the MQ monitoring agents with 
online/offline status.  Note that the Agent 
Status option will show embedded data 
from OMEGAMON z/OS about the agent 
address space.

33
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The QMgrLists tab of the MQ Overview 
displays Managed System Lists that you 
define to group your queue managers 
logically for monitoring.  The options for 
each list allow displaying information 
from all queue managers in the selected 
list.

34
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Publish/Subscribe data is now available in the Enhanced 3270UI.  Here, it has 
been selected as an option from the QMgrLists tab, so it shows pub/sub data 
about all the queue managers in that list.  The same data is available at the 
individual queue manager level also.

35
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Subscriptions tab lists all 
defined subscription 
objects.

SubStatus tab lists 
current status data for 
subscriptions. 
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Topics tab lists all 
defined topic objects.

TopicStatus tab lists status for highest level 
topic strings; options allow getting publisher, 
subscriber, and descendent topic status too. 
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Queue Summary gives several tabs 
related to queues, such as for listing 
queues by type.
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Typical 
options are 
available 
for queues, 
depending 
on type; a 
new option 
L has been 
added for 
useful MQ 
z/OS data 
for a queue.
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Tpipe names for IMS 
queues are now readily 
available.

Process information is 
also newly available.
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List queue statistics for queues in 
the set of queue managers.

Also list current status of 
queues with messages.
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Channel Summary has a tab for each type of channel.  The usual options are available for channels to get to 
more data.  An option to get to transmission queue status is now available where applicable. 
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Get current status of channels for the 
queue managers in the list.

Also list the last set of 
channels determined to be 
inactive.
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The default select option is to see the health overview, but just for the queue managers in the list.  Note that 
a given queue manager name is shown only once, with the running queue manager instance preferred.  The 
typical list of options per queue manager is available.   
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Current 
Queue 
Manager 
Status is 
updated 
with tabs, 
more zoom 
fields, and 
log names 
are more 
clear with 
related 6/8 
byte RBAs. 
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Tabs added to more easily 
display many MQ parameter 
settings for your z/OS queue 
manager
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The Dead Letter Queue 
Messages option now 
prompts for which 
messages to display. 
Note that the Message 
Descriptor List option 
also has the same 
prompt. 

The header 
clarifies which 
option was used.  
Note the DLQ 
reason code is 
easier to read 
now.
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Zoom on Queue Health to get to 
Queue Summary.

Zoom on Channel Health to get to 
Channel Summary.
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MQ Events 
workspace is 
improved with 
tabs. EventLog
tab uses history 
timespan setting to 
determine which 
events to display, 
and  EventTypes
tab lists the 
number of events 
per event type in 
log.
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Several 
more 
statistics 
attributes 
are 
available 
for the 
Log 
Manager. 
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Process Information is 
an alternative 
workspace in Queue 
Definitions.

TEP workspaces are updated with all the new attributes. 
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JMS, CICS, and Global 
Cache Resource Statistics are 
now supported by the broker 
monitoring agent. 
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Note that this data has also 
been added to the new 
Enhanced 3270UI  IBM 
Integration Bus 
monitoring, which became 
available in v7.3.0 Fix 
Pack 2.
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Questions & Answers


