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Transaction Tracking - APM

® Transaction Tracking is a major part of Application
Performance Monitoring

= To ensure SLA compliance, monitoring transaction
performance is essential for finding and fixing problems
before they impact customer satisfaction.

= You need a consolidated view for monitoring resources
and activities within your enterprise so performance
iIssues can be detected early and resolved quickly.

= When a problem is detected, is it possible to drill-down
to diagnose the root cause of the bottleneck so a
solution can be implemented?
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Businesses are facing unparalleled

Accelerated rate of change drives the need
for increased visibility into the application &
IT infrastructure

Monitoring IT resources alone provides an
incomplete view of application performance
and makes problem isolation and resolution a
complex, expensive task

Lack of visibility into end-user experience,
component relationships and service levels
in dynamic environments such as cloud

Performance and availability issues for multi-
platform composite applications

Lack of drilldown capability to find the root
cause of problems

Increased risk of revenue loss and brand
damage

It's What You Don’t See
that Sinks Ships.

———'
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Benefits to Effective Application Performance Management

» Ensure application response meets business expectations
» Understand transaction flows over complex topologies
* Drive close collaboration between departments
» Monitor infrastructure performance and availability
» Diagnose application performance issues
* Increase application avallablllty and customer satisfaction

IT Staff :
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B
=

IT Customer
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The Issue — Sensing and Isolating a Problem Today
Step 3

Step 1

/ Response time \

is terrible; more
than 1 minute I
S

: / &\° Database metrics /j

Step 4

Step 2

/ Check all resources \

(. System Alerts

* Health Monitors

* OS Statistics

¢ Network traffic
 Application log files

N

7/~ Bridge Call with

Tiger Team

-

Involves IT Ops,
Web admin,
network admin,
server admin, etc.
when only one will
be responsible for

K\failing component

/ Locate Source \

p—)

~

/ Everything looks

normal ... but

performance is
ill bad

Step 5

of Problem ... maybe ...

8 Finger-pointing: "It's the\
network guy’s fault*

* Recreating problem is
difficult

* Isolating cause can take
hours or days

K( Solutions by chance //

C
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Customer Value — Demonstrating ROI

Money wasted isolating problems

Sev 1 outages/slowdowns per year 12
Average time to isolate (hrs) 8
SME's involved in isolation 15
Avg. loaded hourly rate (/hr) $75
Total direct costs $108,000

Revenue lost during outages

Lost revenue per hour $50,000
Hours downtime / yr 96
Total indirect costs $4,800,000

Total costs of poor problem isolation capability
Total lost / yr $4,908,000

e vy
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Application Performance Management provides...

Visibility, control and automation to intelligently manage critical applications in
cloud and hybrid environments.

Operations

Dev&;leoapnr‘nent :‘T;‘, Team
|
Line %‘d J— i Agile TE
of Business Develop .0 S Oporgaltl%n;‘%——
ﬁ Development ﬁ = Manage
2, o
Analyze o] Monitor
Development - QA Staging - Production~
' Incident
— . Management —

Predictive
Analytics

Proactive
Management to
reduce outages &
improve business
performance

Discovery End User Transaction Diagnostics
Visibility into Experience Tracking

application Transaction Rapid problem Domain-specific

resources performance isolation through operations tools
monitoring to transaction for diagnosis and
ensure SLA path analysis repair
compliance

shared data & common services

Understand the Follow changing See steps
end-user experience workloads across the cloud
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Application Performance Management Workflow

4 N
{ i

Detect that a Pinpoint the problem
threshold has been to a specific part of
breached and that a the environment and
problem occurred, or hand-off to the
is about to happen appropriate specialist

\ J

/
=

Drill down into
the details and
get to the root
cause of the
problem

o

\
(o]

Fix the faulty
component,
validate the fix
and roll back into

production /

- IMM

Transaction Tracking

> - «
2 - -
-
) 2 - )
>-ol-od & ol oo .

I
5
|
|
:
- baz |
L t :
T I oo
|
Deep-dive
tools

aon
ocn oozr
= -~ on2
20N
e
L
v Dwm
Cryprographic
Copvoceasor
UtX Systems

MO Mg

IT™

ITCAM for AD
ITCAM for SOA
OMEGAMONSs

e vy

Capitalware's MQ Technical Conference v2.0.1.6



End-to-End Monitoring, Tracking and Diagnosis

- 3. Deep Dive Diagnostics
Launch in context to SME tools where appropriate.
In this scenario, the problem is a WebSphere JEE memory leak.

~

0.01sec

WebSphere:
APPLICATION

131sec

0.21sec

N—

1. Response Time Measurement
Start by monitoring transaction N— g
performance and end-user problems '

2. Transaction Tracking

Correlate data from app server, MQ,
CICS, IMS, custom instrumentation, etc.
to show topology and isolate problems

Transaction Root Cause Analysis

1. Sense End User 1. Isolate by measuring 1. Diagnose and repair
Experience and alert on performance data against through launch-in-context
threshold violation baseline through entire into deep-dive diagnostics

infrastructure

M——————eeee——— i
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End-to-End infrastructure - System z backend

] LGI Backend
=5
LGI Frontend 2 g
o CICS
0
.0
== )
o o n
c @
3 5 S
& WebSphere o LGI DataBase
o Application =
Server

DB2
Omegamon z/OS, CICS, DB2 MQ
NI e S e ITCAM for Transactions

Response Time, Transaction Tracking, MQ cIcs. MQ

The front-end may be either zLinux, distributed or native z/OS
or a mix: customers may deploy any of these configurations.
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Why Monitor End-User Response?

. Transactions
= See what your users are experiencing A majority of IT problems
= Validate production system performance are still being identifi.ed
= |dentify problems before they affect SLA's by customer complaints

= If you have a problem, find out about it before the customers start
complaining
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End User Monitoring
Ensure end user’s experience always meets

their expectations
See what your users are experiencing

Identify problems before they affect SLASs: — /

Continuously validate production system i lﬁm‘
performance E\T
«  Captures performance and availability data of actual users
for SLA reporting

=  Monitors network traffic for HTTP(S) requests to the web server

Real-User monitoring

Robotics monitoring

=  Completely non-invasive, agentless monitoring

= |f you have a problem, find out about it before
the customers complain
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Agentless Real-User (Passive) Monitoring
Monitor every end user’s experience

* See what your users are — B e Lt
experiencing and immediately | & S : T e ;
. . . 1004 abeerving Mu. . phare Y WO . 0.2 0.08:8 sac
identify problems L —— i — : T :
T Trade Y s.o% 3 aow 30 ee
» Agentless — no impact to e~ S-S
production machines B T ‘ T
e User/session tracking — observe | === o O e et
individual user experience BOG } | v l' -
S — — 'z
. nede | 820 Idertry Alertvan » | N b3
« Multi-protocol support (beyond * g} ' i E‘
[ 72 . & ©
HTTPIS) WA =
DR,
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Robotic Monitoring

= Verification Points for

content matching and T

4 % @ 8 0 x| liEror Rates ¢

“

080 x

120

response code checking . !

\ W
3

@ Total Requests o Oclient Erors
q o

/ \ Unique Users e Wsenver Enors

¢ i
I
\

= HTTP transactions correlate “va/

02/09/11 16:00:00 0200111

17:00:00

02/09/11 18:00:00 02/08/11 16:00:00 02/08/11 17:00:00 02/08/11 18:00:00

© Last 8 Hours.

with downstream

| énuengemysponse'ﬁmeTrends ¢ 3 0 B O % ‘ﬂﬂnndwidthllsage ¢ 30 B O x

u - / 207 T i
instrumentation for problem ||

% 201 —c Client Time
H H i (Load Tlmo § o [OIRequestkeytes
isolation i || §

2 g N\ enver Time

& Resolve Time

& i 200

L L kl»_/"""\u 7‘ - /]ll | @Render Time H JH. ! HH
/ \ =T = | -

02/09/11 16:00:00

02/09/11 17:00:00

02/09/11 18:00:00 02/009/11 16:00:00  02/09/11 17:00:00  02/09/11 18:00:00

= Improved scalability for

© Last 8 Hours.

[7] application Historical Trend Details s 3 0 B O %

m O re co n c u rre nt Ia bac ks ~ Start Time ‘0 Percent Available | ¥\ Percent Slow | Average Ri Time | Failed Requests | Total Requests | Slow Requests | Good Requests | Percent Failed | Percent Goo
# | 02109111 18:25:00 0.000 0.758 0 25 0 25 0.000 100.00 ~

& | 0210911 18:20:00 1.960 0.156 0 51 1 50 0.000 98.04)

= # | 0210811 17:55:00 1.923 0.639 5 104 2 97 4.807 93.27

o n a s | n g I e ag e nt # | 0200911 17:50:00 3571 0.713 2 56 2 52 3.571 92.85
# | 0210911 16:50:00 0.000 0.000 0 12 0 12 0.000 100.00 |

# | 0210811 16:45:00 0.000 0.554 0 90 0 90 0.000 100.00

| 0210911 16:40:00 2272 1.794 0 44 1 43 0.000 97.72
# | 0210911 16:35:00 0.000 0.166 0 3 0 3 0.000 100.00 v

= = 4 »
= S rt f list of = -
Uppo or a growing liSt OT fsusisros

Ved, 02/09/2011 06:33 PM \‘ ) Server Available H Application Details - utms4 tiviab.austin.ibm.com - SYSADMIN ‘

protocols: HTTP(S), Siebel,
Citrix, web services

e vy
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Transaction Tracking
Quickly isolate the failing component in the application

» Follow path of user transactions across application infrastructure
domains, making it easier to evaluate a transaction in its entirety

— Agentless: Track flows through network traffic
— Agent Based: Detailed, Instance-level Transaction Tracking

= Visibility into how IT infrastructure delivers business critical applications

» End-to-End view of response times across multiple domains helps
quickly isolate problems and hand problem off to appropriate specialist

- — 4>.
< S
omino lange
S /
4 q
\\-T' v - 3.71sec

v
Tivoli Directory
Server (LDAP)

1.31sec

- WebSphere MQ / m
WebSphere Portal WebSphere Message Broker/  anvironments

WebSphere Process Server / ' —
WebSphere ESB

Capitalware's MQ Technical Conference v2.0.1.6



Problem Isolation Through Transaction Tracking

= Unified, end-to-end transaction tracking

= Heterogeneous environments

— fully integrated across distributed and System z

Trading_ServeriNode. ..
Trading_ServeriNode. ..
InstaQuote serverl CICSRGO3

—?z- 417ms - .,,,,, *  Support for
InstaQuote \ /Yao,.,, —— asynchronous
\ transactions
314ms IBM WebSewenng 210ms

(O] o ™ [ [ =

Equity Trading Equity Trading Trading_ServeriNode.. s CICSRGO01 CICSRGO2
Trading_Serverl Node. .

e * Integrated response time
E 107ms [j and transaction tracking

Trader TradeProc

————
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Enterprise-Wide Tracking

* Track inside domains with correlated techniques
* Track between domains through stitching

WAS Domain MQ Domain

i E i | CICS Domain
Client H  Servlet MS | I !
1| Request l- Request |! ! o CICS !
i ii ' gIIZIIZfIIiIIs
: EJB o L |
Request o MQ Lo MQ !
“Stitching” links o Lo :
correlated sections T LLLEE T TR, PRy --t :
through dynamic : ! ! !
correlation : CICS ; ; MQ :
1 1 1 .
N T g e T T T oo

MQ Domain ‘

WAS Domain _ §'______ siooman MQDomain _ ¥ _
1

Builds topology :
mappings using token- |
based and dynamic :
correlation |
1
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Diagnostics
Quickly identify the source of the failure within the component

» \When the failing component has been

isolated, detailed performance and |
availability metrics provided to SME to ::_J‘ . @‘
troubleshoot et sl

— Access to both Real-time and Historical
data within a single Ul %

3.71sec

0.01sec s

» Access to key performance metrics for
each resource to quickly identify source
of failure

= Expert Help and Best Practice guidance
for optimum performance

| A - : =35
-
£ et

> — - - - - s
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Transaction Tracking Topology

&% Application Aggregate Topology ¢ 20D B 0O x

B —HHY 00AABOO | o6

Trading_ServeriNode... CICSRG03
Trading_ServeriNode...

server1 }' E

&
/37

Equity Trading 107ms
[O—=[@—"
O =t O T8l ~_210ms o 4ms, Foo
Equity Trading IBM WebServenhg\A 107ms g£ > ﬁ

Plugin WebSphere/ - ]/
CICSRGO1 CICSRG02

Trading_Server1Node...
Trading_ServeriNode...
server2

o

| ast refrash SynCh FODOUS
transactions

e vy
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Transaction Tracking — Topology Workspace Views

» There are 4 topology workspace views available in the TEP.

— Server:
» Atopology showing monitored servers (Sysplex name/SMFID or
shortname).

— Component
» Atopology showing the monitored components (Eg: WAS, CTG, CICS,
IMS, Connect IMS, WMQ).

— Application:
« Atopology showing monitored applications (jobnames, STC names,
subsystem names).

— Transactions
« Atopology showing the monitored transactions (Eg: CICS transaction
name, IMS transaction name, WAS jsp).

e vy
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Server topology

_‘] Plexname/Sysid
14 : /

gD Syalisval Mouse over for server details
. Average time 33ms
Baseline 37ms
SYS1 Deviation -10%

Simple server topology
shows single distributed
server interacting with a
single z/OS server.
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Component topology

Distributed
D |—

WebSphere: AS

BM_HTTP_Server

Component view shows middleware May represent more than one
topology. CICS STC (i.e. a CICSPlex).

Component view provides more insight into the deployment.
On z/OS, WMQ into CICS (via the bridge) with a typical CICS
to DB2 backend.

A z/OS monoplex was chosen for simplicity.

- Capitalware's MQ Technical Conference v2.0.1.6



Appl ication to pology DB2 Subsystem Name

CICS STC Name | E— |

<€ Application CICS11
Application
S .
Cics ‘B‘V‘”al‘-_‘e fime Average time 113ms
Deviation Baseline 121ms
Enclosing Server DeViation _?% ﬁ
Enclosing Componel
. 57ms| Enclosing Server 5YS1/5Y51 MQ11
Enclosing Component CICS
LGPolicyManagement appsrv11Node01Cell. WMQA
appsrv11Node01.
server1(AppSrvo1) WMQ Subsystem

The application topology view shows WMQ Queue Manager, CICS Name

STC, and the DB2 subsystem.
Mouse over shows z/OS host system and response time details.

In a sysplex (shown later) we can use this view to locate a specific
WMQ/CICS/DB2 on the associated sysplex member.
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Transaction topology

File Edit View Help

B Transaction Topology - itm.tide.ibm.com - osuser *ADMIN MODE*

@-9- D0 EARDBRNEVH L

@& EA

2eomaeo

EPEsEEA0BCEEME & |

< Navigator

@ View: [pplications

\é ion Aggregate Topology
a

E Applications
= @ Application Monitoring

Application Management Console

Robotic Response Time

(= 8 Transaction Reporter
Applications

&
= #8 web Response Time
% Applications
< Clients
Servers
Configuration
Errors
Network
=) [ Equities Trading
gl appsnvot
& appsnv02
L& dbsnv01
[ L dbsnvD2
L websnv01
L websnv02
= B LG Policy Management
.l appsnl1
= B svst

= cics

= [z DB2
= [@ oB11:5v51.082

Detailed Thread Exception
¥ More.

[ Mainframe Networks
MQSERIES - MQ11
MVS Operating System
|3 Netview Agent
] Services Management Agent
(% Storage Subsystem
B systern Automation for 705

(<]

=—— 0@ |(0Q0ac@@de®

Kl

PLCYMGMT.BRIDGE
REPLY .QUEUE

LGIWebRequest

/LGPolicy/servet] 2Pol
/> -ii

QUEUE

Policy/serMet12Cu

EE 86ms

/LGPalicy/servietI2Up

/LGPalicyl12Welcome
isp

PLCYMGMT BRIDGE.

i

Zoom fo Selected
Take Action.. >

MQ11  PLCYMGMTBRIDGE. CKBP LAUrEh..
QUEUE Split vertically

Split horizontally

Link Wizard..

Transaction Detail

Transaction Instances
Historical Transaction Instances

PLCYMGI
REPLY Q

Rernove

AR R

Print Preview...

DB2 Threads

Print...
Properties...

B x D8

i

/LGPalicy/serviet/I2Ch. ..

| Total: 14 Selecte: 1

[ Transactions.

BQ

Name Total Time

@ Total Time Deviation | Transaction Rate | Transaction R|

JLGPolicy/l2WelcomePage.jsp

-100

ILGPolicy/servleti2ChangePolicy

JLGPoli 2CustomerDetail

ILGPolicy/serviet2PolicyDetails

-100

ILGPalicy/servieti2UpdatePalicy

CKBP

CKBP

PN

LGIWebRequest

A I

MQa11

Red arrow indicates a response time deviation above 100%.
The high-lighted icon indicates a problem with DB2
associated with the CICS transaction CKBP

1,233ms

PLCYMGMT.BRIDGE .
REPLY .QUEUE
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M Transaction Topology - itm.tide.ibm.com - osuser *ADMIN MODE*

Transaction topology — Launch to OMEGAMON for DB2

Eile Edit View Help

@-9- D WBSEOR8VBL A | QInEZAECHO0EVEs7Rd&A0DCEBEWZ B
< Navigator 208 | [& Aggregate Topology , 2 @0 B0
£ View: [Applications Q| [lm@ gE|eeaac@@e|[ ]

) appiications
=} EAppli:anun Monitoring
& Application Management Console
3] Robotic Response Time
= 8 Transaction Reparter
L Applications

&5
= @8 web Response Time
@ applications

Configuration
Enors
Network
(= [ Equities Trading
[ & appsno1
# 0 appsnvo2
o dbsnv01
(# L dbsnv02
[ L& wehsnv01
() L3 websnv02
= B LG Policy Management
ol appsmvi1
= B svs1
® [@cics
= [ DB2
= [@ DB11:5v51:082
Detailed Thread Exception
¥ More...
[# [ Mainframe Networks
® [@ MQSERIES - MQ11
[+ [:@ MVS Operating System
[0 Netview Agent
# [@ Services Management Agent
[# [@ Storage Subsystem
# By system Automation for 708

PLCYMGMT.BRIDGE

/LGPalicy/serviet2Pal....
@

PLCYMGMT BRIDGE
QUEUE

- —F

MQi1  PLCYMGMT BRIDGE.
QUEUE

GPolicy/serviet12Cu

_>

ILGPalicy/servieti2Up. ..

>

1,

CKBP

-
233ms, -
Zoom to Selected
/E Take Action. >
Link To. M #Z  Linkwizard...
_\7 0] Launch.. #  Transaction Detail
EED Splitvertically #  Transaction Instances
B splithorizontally #  Historical Transaction Instances
PLCYMGI X  Remove #  DB2Threads
REPLY.Q| (G Print Preview..
& Print
[ Properties... 4

Zoom to Selected
Take Action...

REPLY.QUEUE
=
LGIWebRequest
oms
i 0Oms|
<
L
<]
| Total: 14 Selecteu: 1
7] Transactions
BQ
Name Total Time |@ Total Time Deviatiol
% ILGPolicy/l2WelcomePage.jsp 0 -101
# | ILGPolicylserviet12ChangePolicy 0 -101
# | 1LGPolicyisenvleti2CustomerDetails 2,782
# | ILGPolicylserviet2PolicyDetails
% ILGPolicy/serviet2UpdatePolicy
# | ckeP
#Z |ckep
# | LGMWebRequest
#Z [mar1

Right-click on the DB2 icon enables
launch to Omegamon for DB2

Link To...
Launch...

Split vertically
Split horizontally
Remove

Print Preview...
Print...
Propeties...

Badx DB [F

Link Wizard...

Transaction Detail

Transaction Instances
Historical Transaction Instances

YRRy

DB2 Threads
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B Detailed Thread Exception:
Eile Edit View Help

bm.com - osuser *ADMIN MODE*

OMEGAMON for DB2

‘ @- .- J nESE0Ea8DBL @S EN QMAECHOOERANE? R0 DCEBEWME B
< Navigator 2 0B “E Thread Summary Navigation s 3T B O
= £ view: applications L) Q|| st Thveads Gonnectedto b2 | cics Threads | [T RIS ) Distriouted Alied Threads
EAW””“O"S = Distributed Database Access Threads‘ Enclave Threads‘ IMS Threads ‘ Lock Conflicts [
5] E Application Monitoring
# [@ Application Management Console Packages ‘ Plans ‘ Utiity Jobs ‘
® Rohotic Response Time
Transaction Reporter
Applications
L
& Components | [loLocks owned «2D8BDO
& Transactions A 3
= E Web Response Time
@ Applications ml
Clients TG
Servers o
Configuration % STCUSER
Errors § sTcuser
Network H
(=) [ Equities Trading SRGICEUEER
Ll appshv01 STCUSER )
3 A annandl oL .
= 0 1 2 3 4 5 5 7 8
Applications | Count
7] Detailed Thread Exceptions s 3T 0 B 0O
— . . e Distributed | Distributed
Interval Plan Thread Elapsed | CP CPU | CP CPU | DB2 Elapsed  CP DB2 CPU In DB2 o " Authorization ID Archive Thread Commit| Distributed GetPage Lock
Time Name Status Time | Utilization | Time Time Used P CPU S T =10 e s S0 Tae wait | Create wait| " P2 “Ratio | cPUSeconds | o5 1 BMES | Traio™ | percentage
# | 00:00:01 | 7RRSAF NOT-IN-DB2 07:31:56.7 0.0 | 00:00: 00:00:00.0 | 00:00:00.005 | 00:00:00.000 | 00:00:00.000 | DB11ADMTO066 | STCUSER DEIBMIPA.IPAADB11.C810AA598DD6=3 False False False 0| 00:00:00.000 0 0 0.0 0.0
# | 00:00:01 | 7RRSAF NOT-IN-DB2 07:32:03.3 0.0 | 00:00; 00:00:10.1 | 00:00:04.411 | 00:00:00.000 | 00:00:02.660 | DB11ADMTO001 |STCUSER DEIBMIPA.IPAADB11.C810AA535320=2 False False False 0| 00:00:00.000 0 0 0.0 0.0
# | 00:00:01 | LGINSUR | WAIT-LOCK 00:00:098.7 0.0 | 00:00: 00:00:00.0 | 00:00:00.000 | 00:00:00.000 | 00:00:00.000 | POOLCKBPOOO1 | CICSUSER DEIBMIPA.IPAADB11.C8110F54EBBE=10463 |False False False 0| 00:00:00.000 0 0 0.0 0.0
# | 00:00:01 | KO2PLAN | NOT-IN-DB2 07:23:20.8 0.0 | 00:00; 00:00:04.1 | 00:00:00.495 | 00:00:00.000 | 00:00:02.085 |STCUSER DEIBMIPA.IPAADB11.C810AC45A083=46 False False False 1| 00:00:00.000 0 0 0.0 0.0
# | 00:00:01 | KO2PLAN | NOT-IN-DB2 07:23:225 1.2 | 00:00; 00:00:13.0 | 00:00:06.608 | 00:00:00.000 | 00:00:01.974 STCUSER DEIBMIPA.IPAADB11.C810AC441B2A=45 False False False 0| 00:00:00.000 0 0 0.0 0.0
# | 00:00:01 | DSNREXX | NOT-IN-DB2 00:04:13.0 0.0 | 00:00: 00:00:04.6| 00:00:03.357 | 00:00:00.000 | 00:00:00.131 | LGPLCY4 |LGPLCY DEIBMIPA.IPAADB11.C8110EBCFE72=10448 |False False False 0| 00:00:00.000 0 0 0.0 0.0

i}
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4-Way Sysplex WMQ < CICS € DB2

» Here is an example of a 4-way sysplex with distributed systems connected to z/OS using
WMaQ. For simplicity we are only showing 2 systems from a 4-way sysplex.

z/OS SYS1

CKMT
=
g'“ - 18,025ms E
> CKMT
292 21,593ms '
= CHMT AMIT TO.ALFRED [XMIT TO.ALFRED]
CKmT 24,033ms

[CICSHNRUT., ~ ENTR 4 00/m 2 Ooomﬁ
QUEUE] / gL(J:ESUCI)E UTPUT LINK.
Distributgd | »B—[F—"=" Distributed

CICSINDUT LINIC

I ‘T"/Io'oms > f%)|=—/2”‘5 QUEUE CICS OUTPUT LINK [XMIT TO.ALFRED]
SN

. QUEUE
CICS.INPUT LINK. XNTTTOPLEX — T Patdiiaam ﬁ = | =
QUEUE \.)_)| Ee?] = 2,00%5 2ms > (V

CICS.OUTPUT LINK.
XMIT TO/ALFRED
CICS.INPUT LINK. [CICS.INPUT LI 6.009ms QUEUE

QUEUE QUEUE]

19,452ms

19,452ms

30,031ms

| T~ ™ 2/0S SYS2 ]
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4-Way Sysplex WMQ < CICS € DB2

» The distributed application drives CICS and DB2 on the host. The red arrow shows the path
of a WMQ message originating on a distributed system and flowing through to the z/OS

sysplex.

z/OS SYS1

Distributed

01 Cleg
- AOOImL Zi 2,005m§

CICS.OUTPUT .LINK.
QUEUE

=

CKMT

AMIT.TO. ALFRED [XMIT.TO.ALFRED]

Distributed

Soms TS 1 /oms QUEUE

QUEUE

CICS.OUTPUT LINK

CICS.INPUT .LINK. XNIT-TO.PLEX

QUEUE ->.—> @ﬁ:ﬁs

CICS.INPUT LINK. [CICS.INPUT LI

6,009ms

The message is created and put to a
remote queue
(CICS.INPUT.LINK.QUEUE) on the
distributed system. WMQ moves the
message to z/OS via the xmit queue
(XMIT.TO.PLEX1).

28

[‘1= I ;_fﬂ 2,00%; “{_- 2ms|

[XMIT TO.ALFRED] \

XMIT TO/ALFRED S'SSU%UTPUTLH\II\.
g|£
CKMT
z/OS SYS2
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4-Way Sysplex WMQ < CICS € DB2

» The z/OS system has a shared queue configuration so the message may be directed to any
of the 4 systems in the sysplex. In our example, a message is transferred to system SYS1.

CICS.INPUT.

LINK.QUEUE

is the
receiving
queue for
each system

z/OS SYS1

A
N

Distribut

CICS.INPUT .LINK.
QUEUE

CICSINDUT LINIC

aoo;mL‘le 2.000m}

CICS.OUTPUT .LINK.
QUEUE

AMITTO.ALFRED  [XMIT.TO.ALFRED]

Distributed

ms QUEUE CICNOUTPUT LINK
_\ QUEU

" X\ITTOPLEX \° =
T

CICS.INPUT LINK. [CICS.INPU 3
QUEUE QUEUE]

29

19.452ms

As CICS. INPUT LINK QUEUE is a
shared queue, the message will be
temporarily stored in the Coupling
Facility. To represent this on the
topology display an additional node is
drawn [CICS.INPUT.LINK.QUEUE].
The square brackets indicate the
coupling facility.
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Transaction Tracking
Focused on simplicity and integration

Response Time
Measurement
Monitors transaction
performance and
identifies end-user
problems

Transaction Tracking
Consumes data from
app server, MQ, CICS,
IMS and custom
instrumentation to show
topology and isolate
problems

APP Server

Web Server APP Server/
Client . A}v E

Measures ——
Response Time

Deep dive Analysis
Supports launch in context to

SME capabilities including SME
level tracking

e vy
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Summary

®m End User Monitoring is critical
» Real User Monitoring
» Synthetic Transaction Monitoring
®m  Transaction Tracking in today’s complex environments is critical

m  Performance needs to include all platforms/systems
» Leads to closer collaboration between departments

m  Standardize on tooling on each platform

m  Standardize on metrics provided & measured where possible
m  Standardize on a single pane of glass application view

m  Standardize on dashboard design

= Applications should not go into production without adequate monitoring

e vy
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Questions & Answers

e vy
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